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Abstract
When the Froude number F of a free-surface flow ranges between 0.3 and 3, the flow is 
unstable and frequently characterised by free surface undulations, with the undular hydrau-
lic jump being a seminal flow in hydro-environmental mechanics. The presence of the free 
surface undulations significantly affects the flow field, with major velocity and pressure 
field redistributions between successive crests and troughs. All the current theoretical mod-
els to simulate undular hydraulic jumps are limited to two-dimensional flow conditions, 
ignoring all the relevant three-dimensional flow effects, namely shock-wave drag, turbulent 
breaking and turbulent stresses. These aspects are critically accounted for in this review 
article, where a depth-averaged Boussinesq model which approximately accounted for 3D 
flow effects was presented, constituting the first attempt in this line. The model predictions 
were compared with experimental results from different sources for F1 < 1.5, with F1 the 
inflow Froude unnumber, resulting a reasonable agreement with observations. The curva-
ture distribution parameter was found to controlling the wave length, and an approximate 
value was obtained based on ideal fluid flow computations. The new depth-averaged model 
did not include the effect of flow concentration in the centerline, observed physically, but 
this 3D feature is analysed at the first wave crest based on an improved treatment of flow 
curvature, highlighting the impact of the ratio qCL/q on the velocity profile features with 
qCL the centerline discharge. The main limitation of the new model, presented in this criti-
cal review, originated from approximating a complex 3D flow by a depth-averaged model. 
However, the predictions with the new approximate treatment of 3D effects produced better 
results than those previously reported.
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1  Introduction

When the Froude number F of a free-surface flow ranges between 0.3 and 3, the relation-
ship between specific energy and flow depth reveals that a small change in energy can pro-
duce a large change in the flow depth [1–5]. The flow is thus unstable and often character-
ised by the development of free-surface undulations. These flows are called "near-critical 
flows", and examples of unstable undular flows in hydro-environmental problems are the 
undular hydraulic jump and the undular surge [6].

The free surface undulations might produce overtopping and damage in the channel 
banks. The propagation of large waves over very long distances might also disrupt naviga-
tion, pump or turbine operation, induce unnecessary vibrations to downstream structures, 
e.g. locks and gates, or disturb discharge measurements at downstream discharge meter 
structures [7–10]. The presence of undular flow modifies considerably the flow field and 
hence the turbulent mixing in a channel [11, 12]. Existing numerical models of turbulent 
mixing and transport should not be used for undular jump flows. Computational models 
based on the Saint Venant equations are not adequate to predict undular flows. For undular 
jumps even models based on the Serre–Green–Nagdhi (SGN) equations [13–15] are not 
adequate, given that they are based on ideal fluid flow velocity and pressure distributions 
[16, 17]. For undular surges, however, this is a reasonably good approximation. Although 
SGN models are modified to accommodate boundary friction effects in the streamwise 
momentum balance, the redistributions of velocity and pressure at wave extrema remains 
essentially identical to that of ideal fluid flows [13, 18]. Thus, undular jumps can only be 
modeled with a turbulent flow approach, whereas for the undular surge ideal fluid flow 
computations are acceptable [19–21]. This dispels the notion that the undular jump is 
a steady undular surge: both are different flows, one is highly turbulent, the other close 
to ideal [1]. Castro-Orgaz and Chanson [22] presented detailed computations of undu-
lar surges using SGN theory, such that focus of this review is on the stationary undular 
hydraulic jump.

In an undular hydraulic jump, the vertical pressure distribution is not hydrostatic 
beneath the free-surface undulations. The pressure gradient is larger than hydrostatic at 
each wave trough and smaller at each wave crest [23, 24]. This observation is consist-
ent with the curvature of the free-surface and ideal fluid flow considerations [25–27]. 
Significant velocity redistributions are observed between crest and trough [11, 28]. 
However, ideal fluid flow computations are unable to predict the velocity profile of 
the undular jump [29]: A significant reduction of velocity towards the channel bottom 

Fig. 1   Definition sketch of free surface profile of 2D undular hydraulic jump, or centerline profile for a 3D 
jump, with flow direction from left to right. Non-hydrostatic fluid bottom pressure and turbulent velocity 
profile features are highlighted
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is observed at a wave crest, just the opposite trend predicted by ideal fluid flow com-
putations (Fig.  1). It indicates that boundary shear greatly affects the velocity profile 
of undular hydraulic jumps. Thus, both non-hydrostatic pressure and boundary shear 
effects shall be accounted for in undular jump simulation models [30]. Note that undular 
flows may be greatly affected by small changes in boundary friction, e.g., for identical 
upstream Froude number and aspect ratio, a modification of sidewall roughness modi-
fies substantially the shape and properties of the undular hydraulic jumps [28]. The flow 
characteristics are significantly affected by the inflow conditions (fully-developed or 
partially-developed) and by the aspect ratio defined as the ratio of the channel width to 
the critical depth [30–32].

The undular hydraulic jump involves a two-dimensional (2D) velocity field with a 1D 
free surface for F1 < 1.2 (roughly) with F1 as the inflow Froude number, [11] (Fig. 1). 
Along the channel sidewalls. boundary layers are developed under an adverse pressure 
gradient [1] (Fig. 2). For increasing values of F1, lateral shockwaves develop due to flow 
separation along the sidewalls, resulting in a 3D velocity field and a 2D flow surface 
(Fig. 2) [11, 31, 33–35]. The first significant theoretical and experimental research work 
on the undular hydraulic jump was conducted by Fawer [29].

Experimental observations indicated five different types of undular hydraulic jumps 
[11, 23], with the limiting value of F1 between each class dependent on the aspect ratio 
hc/b, where hc is the critical depth and b the channel width. For channels with low aspect 
ratio the first intersection of shock waves occurs at the first wave crest [23], whereas for 
a wide aspect ratio this occurs beyond [35]. For low aspect ratio (hc/b < 0.1), the clas-
sification of undular jumps is as follows [11]:

Type A: Two-dimensional flow structure without shock waves; F1 < FA = 1.22.
Type B: Shock waves develop but wave breaking is absent at their intersection; F1 < FB 
= 1.72
Type C: Wave breaking is detected at the intersection of shockwaves, but air entrainment 
is absent; F1 < FC = 2.1
Type D: Air entrainment is evident at the shock wave intersection; F1 < FD = 2.4

Fig. 2   Spatial view of non-
breaking undular jump looking 
downstream, showing the shock-
waves and fluid recirculation. 
Shock waves start at the point of 
separation of the lateral boundary 
layers forming on the channel 
sidewalls, which are subjected to 
an adverse pressure gradient
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Type E: The roller developed at the first shock-wave intersection widens and the undula-
tions disappear from the flow profile; F1 > FD = 2.6

In general, the limiting F-values for each jump type decrease with increasing hc/b 
values. For example, with F1 = 1.3 and hc/b = 0.4 it is possible to obtain a C or D jump 
type [23]. Further, the limiting value for breaking jumps FC is in addition sensitive to 
the bottom slope, as discussed by Gotoh et  al. [35]. The subject matter is extremely 
complex and so far there is not yet a universal classification, given the many factors 
affecting the undular jump profile.

Furthermore, the inherent 3D nature of the flow field within the undular hydraulic 
jump is best noted considering the unit discharge at the centerline qCL, obtained by inte-
gration of the experimental velocity profiles, as compared to the average discharge per 
unit channel width q supplied at the flume inlet. The ratio qCL/q was experimentally 
determined by Chanson [23] along undular hydraulic jumps, resulting values signifi-
cantly above unity, implying some flow concentration about the channel centerline. The 
longitudinal variations of the ratio qCL/q further showed a marked undulating pattern 
in the streamwise direction, mimicking the wave crests and troughs of the jump profile. 
This increased centerline unit discharge originates from the lateral mass transfer, which 
tend to concentrate the flow on the flume axis. At the wave crests the effect is larger, 
with ratios easily of the order of 1.5. At the wave troughs the ratio is also above unity, 
but not as high as at the wave crests.

The modelling approach for undular hydraulic jumps is based on the work of Boussin-
esq [36], given the significant impact of non-hydrostatic fluid pressure. Fawer [29] applied 
the ideal fluid flow theory and obtained an extended Boussinesq-type energy equation with 
an undetermined flow curvature parameter. Once approximated, the development was used 
to analyse the tailwater cnoidal-type waves of the undular jump. Iwasa [37], Mandrup-
Andersen [38] and Hager and Hutter [39] approximated the undular hydraulic jump profile 
with a composite potential curve matching a solitary wave with a cnoidal wave at an arbi-
trary point based on the work by Benjamin and Lighthill [40]. At the joining point a slope 
discontinuity on the free surface profile is formed, given the impossibility of the potential 
flow theory of transforming the upstream supercritical flow into a subcritical tailwater flow. 
Marchi [18] included frictional effects in the streamwise energy balance via use of the fric-
tion slope and the corresponding flow resistance equations. This mathematical model was 
proposed by Serre [13]. Some improvements are obtained allowing for the variation of the 
energy head with friction, but other fundamental flow features, like the turbulent velocity 
profile, remains unexplained by this basic pseudo-potential theory. This model was exten-
sively tested by Castro-Orgaz and Chanson [41] for undular hydraulic jumps and undu-
lar weir flows. Fawer [29] measured the velocity profiles along undular jumps, with the 
experimental results significantly differing from those originating from the potential flow 
theory (Fig. 1). This important experimental finding suggests the need of including bound-
ary shear effects into the development of Boussinesq-type velocity and pressure distribu-
tions for undular flows, as noted by Montes [1], Montes and Chanson [30], and Bose et al. 
[42]. Hosoda and Tada [43] and Hosoda et  al. [44] used a Boussinesq-type momentum 
equation with non-hydrostatic terms resulting from the potential flow theory. They intro-
duced boundary shear effects only into the streamwise momentum balance and considered 
in addition the effect of turbulence. They implemented in the streamwise depth-averaged 
momentum equation the turbulent normal stresses using a depth-averaged eddy viscosity. 
The development is therefore a modification of Serre [13] theory allowing for the effect of 
turbulence. Grillhofer and Schneider [45] applied a perturbation method to study undular 
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jump profiles, and Castro-Orgaz [46] analysed different skin friction formulae for Boussin-
esq equations. Castro-Orgaz et al. [47] simulated the turbulence in a Boussinesq equation 
by a standard depth-averaged k-ε model.

All the existing models to simulate undular hydraulic jumps are limited to F1 < 1.2, given 
the 2D developments ignoring the sidewall friction effect, and, so far, there has not been any 
attempt in the literature to introduce, approximately, all the relevant 3D flow effects, namely 
shock-wave drag, turbulent breaking and turbulent stresses, into the 2D Boussinesq-type 
approach with boundary shear effects.

Free-surface undulations, e.g. as in undular jumps, are indications that the flow conditions 
are unstable, that is, near-critical or transcritical. The presence of the free surface undulations 
significantly affects the flow field, with important velocity and pressure field redistributions 
between successive crest and trough. None of the modeling approaches available attempted 
to introduce 3D effects approximately, limiting the models to F1 < 1.2. These aspects are criti-
cally accounted for in this review article. Focus is on the undular jump profile and the approxi-
mate inclusion of the effects of shock-waves and turbulence in the 2D Boussinesq equations 
with some boundary shear.

2 � Extended 2D open channel flow equations and numerical method 
of solution

2.1 � Theory

The development of extended channel flow equations for undular flows starts by considering 
the ideal fluid flow velocity distribution for a straight-bottomed channel as [30]

where Vs is the velocity at the free surface, μ = z/h, z the elevation, h the flow depth, K the 
curvature parameter, hx = dh/dx and hxx = d2h/dx2. The curvature term is ε0 = hhxx/(1 + hx

2). 
The exponent K determines the depth-variation of streamline curvature, with typical values 
ranging from 0.5 to 2 [29]. This velocity profile is basically the result of Fawer [29], which, 
however, was found to diverge from observations in undular jumps due to shear effects. 
The starting 2D model in this review considers the development of Montes and Chanson 
[30], namely,

thereby introducing boundary shear effects in undular flows by a Prandtl-type power law 
damping with exponent N. Castro-Orgaz and Hager [48] demonstrated that Eq.  (2) is an 
analytical solution of Bernoulli equation along a streamline with the inflow vorticity pre-
scribed using N. Equation (2) produces the following kinematic field (u, v) by projecting in 
the (x, z) directions [30]
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where the slope term ε1 = hx
2/(1 + hx

2) and q is the unit discharge. The vertical pressure dis-
tribution derived from this velocity field is [30]

Equations (3)–(5) can be used to obtain the specific momentum S and depth-averaged 
specific energy E of undular flows, resulting (Appendix)

with β = (1 + N)2/(1 + 2 N) as the Boussinesq velocity correction coefficient. The variations 
of these quantities along the undular jump profile are determined by the depth-averaged 
balances:

where So is the bottom slope and Sf the friction slope. The friction slope is derived from the 
Darcy-Weisbach equation for a rectangular section of width b as

Here τb is the bed shear stress, U = q/h the depth-averaged velocity, Rh the hydraulic 
radius, f the Darcy-Weisbach friction factor and F the local Froude number. For a given 
value of K, closure for the bed shear effects, namely N and f, is needed for numerically solv-
ing either Eqs. (6) and (8) or (7) and (9) for momentum and energy, respectively. Montes 
and Chanson [30] proposed the boundary layer method of Furuya and Nakamura [49] for 
adverse pressure gradients, like those occurring in undular hydraulic jumps. The model 
equations considered in the ensuing development are valid for fully-developed flows. The 
first boundary-layer equation is von Kármán equation [30, 50]

Here θ is the boundary layer momentum thickness, Ue is the maximum velocity at the 
boundary layer edge ≈ (1 + N)(q/h), H is the shape factor = 1 + 2 N, and Cf = τb/(ρUe
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The second boundary-layer equation is a transport equation for k = uθ/Ue, the ratio of 
velocity at the momentum thickness to boundary layer edge, given by [30, 49]

with Γ = (θ/Ue)(dUe/dx)Rθ
1/4 as Buri’s shape factor, Rθ = (Ueθ)/ν = [R1(1 + N)θ)]/h the 

momentum thickness Reynolds number and R1 = q/ν as the approach-flow Reynolds num-
ber, where ν is the kinematic viscosity of water. The skin-friction coefficient Cf is deter-
mined by the Ludwieg and Tillman correlation as [50]

The shape factor H is determined from k by using the correlation [30, 49]

Once H is known, the velocity exponent follows from N = (H − 1)/2. The acceleration 
term is estimated as

which permits to rewrite Eq. (11) as

Here the derivative dH/dx was determined from Eq. (15) analytically.
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energy and momentum systems were found to give similar results. Equations (6), (8), (17) 
and (13) form the following momentum-based system of ODEs for the unknowns h(x), 
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Starting with the values of f = (h, hx, S, θ, k)T at a section x these variables are computed 
at a new position x + ∆x with the 4th-order Runge–Kutta method [5, 51], with ∆x as the 
space step. Montes [1] reported computational difficulties solving extended systems of this 
kind by employing different ODE solvers. Our Runge–Kutta solver was found to be robust 
and accurate, so other methods as Hamming’s third-order one [30] were not considered 
further. The streamwise evolutions of H(x), N(x), Cf(x), f(x) are produced as part of the 
solution: H is determined from k by resorting to Eq. (15); N is determined as (H − 1)/2; Cf 
is determined from Eq. (14) once Rθ is evaluated, and f is determined from Eq. (12). The 
boundary conditions at the toe of the undular jump (Sect. 1, see Fig. 1) are as follows. For 
a given value of F1 the flow depth is h1 = hcF1

–2/3. The curvature term hxx is set to zero, and 
hx varied from 0.001 to 0.01 by choice to deviate the flow from uniform flow conditions. 
Based on the experimental velocity profile at Sect. 1 the exponent N1 is determined. The 
value S1 is then deduced from Eq.  (6). The momentum thickness is for fully-developed 
shear flow at 1 θ1 = (N1h1)/[(2N1 + 1)(N1 + 1)], and the shape factor H1 = 2N1 + 1. The value 
k1 is deduced from Eq. (15) using H1. To run the solver a suitable value of the curvature 
parameter K is necessary. This issue is dealt with in the next section.

3 � Estimation of curvature parameter

Fawer [29] considered that the curvature of streamlines obeys a non-linear variation with 
depth by introducing a curvature parameter K. A typical approach in curvilinear open chan-
nel flows is K = 1, that is, assuming a linear variation of streamline curvature [30]. How-
ever, this is not necessarily the best approach. Indeed, several experimental studies showed 
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Fig. 3   Determination of cur-
vature parameter K of present 
theory for solitary wave of maxi-
mum height (hM − h1)/h1 = 0.65



283Environmental Fluid Mechanics (2022) 22:275–300	

1 3

that the characteristics of the first wave differed from the ensuing waves [11, 52]. The first 
wave of an undular hydraulic jump presents some analogies with the solitary wave profile 
[18, 37], and, thus, it will be used here as idealized test case to select a suitable value of 
K. For K = 1, ε0 ≈ hhxx and ε1 = hx

2 the present theory yields, with the boundary condition 
hx → 0 for h → h1 [13, 40, 53]

which is the solitary wave solution of the Serre–Green–Naghdi (SGN) equations.
Equation (19) is plotted in Fig. 3 for a solitary wave of maximum normalized height 

(hM − h1)/h1 = 0.65, which is a highly non-linear wave close to the maximum possi-
ble. Here hM is the maximum (crest) flow depth, given by SGN theory as hM = h1F1

2. 
The exact 2D potential flow solution obtained by Carter and Cienfuegos [54] using 
the method of Tanaka [55], based on the simultaneous solution of Bernoulli’s equa-
tion along the free surface and a boundary integral equation obtained from Cauchy’s 
theorem, is also included. As discussed by Carter and Cienfuegos [54], the solitary 
wave solution of the SGN equations yields waves which are too wide as compared to 
2D results. Therefore, K = 1 is not the best choice in the context of the present research.

The numerically generated solitary wave profile from the present theory for K = 2 is 
plotted in Fig. 3, showing a narrower wave profile and thus better agreement with the 
Tanaka [55] 2D solution. Thus, this value is selected for simulation of the undular jump 
profile. To further test the adequacy of the selected value for K, the full 2D solution of 
the irrotational velocity field (u, v) was determined using the x-ψ method [56–58] for 
comparison purposes with the approximate 2D velocity field given by Eqs. (3) and (4) 
for N = 0 and K = 2. The free surface streamline was prescribed using the solitary wave 
profile previously obtained from the present theory, and the flow field was numerically 
determined by solving the Laplace equation of the x-ψ method using a finite difference 
scheme:
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Fig. 4   Distributions of horizontal velocity u/Uc and pressure p/(ρghc) at crest of solitary wave of maximum 
height (hM − h1)/h1 = 0.65, with Uc and hc as the critical velocity and depth, respectively
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where ψ is the stream function. Details of the numerical method are extensively described 
by Montes [57, 58]. The up- and downstream boundary sections were located at x/hc =  ± 5, 
and the flow was modelled using 11 streamlines. Once Eq. (20) is solved, the velocity field 
(u, v) was obtained by differentiation of the numerical values of the stream function. The 
pressure distribution was determined from the computed velocity field using Bernoulli 
equation.

The computed 2D vertical distributions for u/Uc and p/(ρghc) at the solitary wave 
crest are plotted in Fig. 4 and compared with the results obtained from Eqs. (3) and (4) 
for N = 0 and K = 2. Note some deviations between both methods. However, given many 
other factors extremely difficult to quantify in undular hydraulic jumps, the approximate 
results obtained from K = 2 are considered adequate.

4 � Approximate treatment of 3D effects

4.1 � Shock waves

Shock waves (Fig.  5) are formed in undular hydraulic jumps just downstream from the 
inflow section once the lateral boundary layers, growing under an adverse pressure gradi-
ent, separate, and recirculation flow zones are formed (Fig. 2). The shock waves consti-
tute some kind of flow separation at the sidewalls, with recirculation observed immediately 
downstream of shock wave near the free-surface [23, 59]. These cross waves intersect at 
the first wave crest for low aspect ratios, being further reflected at the walls and intersecting 
several times downstream along the flume. For F1 < 1.2 the rise in the water surface profile 
up to the first wave crest does not produce the necessary pressure gradient to produce sepa-
ration and then the conditions for shock wave development. Montes and Chanson [30] ana-
lysed the energy loss in the undular jump profile up to the first wave crest, dividing it into a 
component due to the shock waves and another due to turbulence and boundary shear. Both 
were found to be equally important, and, although the relative energy loss in the undu-
lar jump is not as high as in a normal hydraulic jump, it is strong enough to significantly 
affect the undular jump profile. In fact, there is a narrow region in the energy–momentum 
diagram of Benjamin and Lighthill [40] where the undular jump profile exits [1], thus the 
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importance of carefully quantifying the energy loss. Basically, the shock waves produce an 
increase in drag, with a force D estimated by analogy to aerodynamic flows as [30]

where cD is a drag coefficient. Manipulation of this result permits to write a drag slope SD 
as [30]

Inclusion of Eq.  (21) in undular jump profile computations will be done by adding 
SD to the streamwise momentum balance [Eq.  (8)]. Thus, the drag-enhancing effect of 
the shock waves will be accounted for. The implementation will be drastically simplified 
as follows. Given that the exact position of shock wave start is not known in advance, it 
will be assumed that it is coincident with the inflow section. This approximation is close 
to experimental observations [52]. Further, it will be assumed that the first intersec-
tion of shock waves occurs at the first wave crest, which will be the case for low aspect 
ratios. Therefore, SD will be accounted for from the initial section up to the first wave 
crest, and set to SD = 0 downstream of it. Based on the test data by Montes and Chanson 
[30] a value cD = 0.01 was adopted for the computations, although it is also dependent 
on F1. However, given that the approximate treatment of 3D effects, further refinements 
were not attempted.

4.2 � Turbulence

Hydraulic experimentation shows that flow in hydraulic jumps is turbulent, such that any 
attempt to introduce 3D effects into depth-averaged computations requires its considera-
tion. Turbulence produces basically two important effects to be accounted for in depth-
averaged modeling of hydraulic jumps. First, formation of free surface rollers (Fig. 5) 
produces a deformation of the velocity profile with backward (negative) velocities at the 
free surface. This distortion of the velocity profile introduces an additional momentum 
flux, usually neglected in depth-averaged jump models. Second, turbulence provokes 
the appearance of the Reynolds stresses into the Reynolds-Averaged Navier–Stokes 
equations, which shall be modelled by a suitable turbulence closure. None of these 
two effects are accounted for in the SGN equations [13] or in the Montes and Chanson 
[30] theory. Khan and Steffler [60] considered both effects in direct hydraulic jumps 
by resorting to an approximate moment model, and obtained good results simulating 
direct hydraulic jumps (F1 > 2.3) with a hydrostatic Saint–Venant type model. For undu-
lar hydraulic jumps, Castro-Orgaz et  al. [47] considered only turbulence by a stand-
ard depth-averaged k−ε model, which is not suitable for broken waves. Hosoda et  al. 
[43] considered both wave breaking and Reynolds stresses in undular jumps by approxi-
mate procedures, which are, however, very convenient for generalisation of Montes and 
Chanson [30] theory. These are developed below.

Recent results using the SGN equations [22] and the Vertically-Averaged and Moment 
(VAM) equations [61] for simulation of undular and broken surges have demonstrated that 
the momentum flux introduced by velocity profile modeling of breaking waves basically 
suppresses part of the dispersive effects originating from the non-hydrostatic fluid pressure 
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distribution. This allows for the transition from undular to broken surges. That is, if the 
velocity profile is modeled for breaking waves in a depth-averaged framework, the effect 
of the vertical acceleration is attenuated. Modeling the velocity profile is not a simple task, 
but its bulk effect can be mimicked by an approximate procedure devised by Hosoda and 
Tada [43]. The basic idea is to establish a threshold of breaking, and once exceed, attenu-
ate the vertical acceleration using a damping factor Ω into the dispersive terms. Hosoda 
and Tada [43] proposed a damping-factor model based the solitary wave profile. If the 
ascending branch of the solitary wave profile describes the first wave crest of the undular 
jump [11, 37], it is possible to find the maximum free surface slope hx, which occurs at the 
inflection point. Hosoda and Tada [43] adopted as limiting F1 for wave breaking 1.25, and, 
thus, the maximum water surface slope was found to be

This value is considered a threshold value above which wave breaking occurs. Hosoda 
and Tada [43] proposed a damping factor Ω given by

Comparison with laboratory data indicates a calibration parameter ς = 2 [43]. Therefore, 
the non-hydrostatic terms of Montes and Chanson [30] theory ε0 and ε1 will be multiplied 
by Ω. Thus, at any position x of the undular jump the local value of hx is used to evaluate 
Eq. (24), such that at breaking nodes Ω < 1. Our computation is therefore adaptative and 
rather different from the original method from Hosoda and Tada [43], where for a given 
flow profile the maximum value of hx was determined and used to compute a single damp-
ing factor for all the computational nodes. With the approach pursued here, only those sec-
tions with breaking conditions are affected by the exponential damping of dispersive terms.

Turbulent normal stresses are expressed by the time-averaged velocity field (u, v) with kt 
as the turbulent kinetic energy and νt the eddy viscosity as [60, 62]:

The stress σx shall be accounted for in the x-momentum balance whereas σz modifies 
the vertical pressure distribution and thus impact the streamwise momentum balance indi-
rectly. The net effect is a stress force T in the x-direction given by [47, 60]

It can be simplified for computational purposes as follows
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where a vertically-averaged eddy viscosity was assumed and ∂U/∂x was used instead of 
∂u/∂x. The streamwise x-momentum balance then reads

Now, a suitable approximation to νt and hence for α is required. Hosoda and Tada [43] 
assumed α = 0.05 by calibrating numerical simulations. However, it is expected that the 
value of νt will depend to some extend on F1. Thus, a simplified approximation is presented 
in the ensuing development based on scaling considerations. Using a parabolic depth-dis-
tribution of the eddy viscosity [3], its depth averaged value is given by

where κ = 0.41 is the von Kármán constant. Equation  (30) yields reasonable predictions 
for uniform or gradually-varied open channel flows. However, the flow in undular jumps 
is rapidly-varied, and Eq. (30) produces small Reynolds stresses. Madsen et al. [63] con-
ducted detailed turbulence measurements in weak hydraulic jumps, and found that the nor-
malized eddy viscosity Λ at the interface of the main stream and the roller

is of the order of 10−3, albeit with some scatter, with R = h2/h1 as the sequent depth ratio 
of the hydraulic jump. Interestingly, the order of this normalized eddy viscosity is similar 
to that obtained from Eq. (30) for typical values, e.g. f = 0.015. Note that for R = 1, either 
representing subcritical uniform flow or supercritical uniform, R plays no role as scaling in 
Eq. (31), and one gets simply using Eq. (30)

Thus, one may assume that the basic scaling for the depth-averaged eddy-viscosity 
within the hydraulic jump is R2. Therefore, the following approximation is adopted to com-
pute a depth-averaged eddy viscosity in the undular jump (R > 1) based on the basic values 
for gradually-varied flows,
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Fig. 6   Free surface pro-
file h/hc[x/hc] of an undular 
hydraulic jump for F1 = 1.11 and 
So = 1/282, with the critical depth 
hc = (q2/g)1/3 as scaling
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thereby including the effect of F1 on νt. Thus, α is given by

This approximation, albeit rude, is however based on scaling reasoning and give esti-
mates of α dependent on F1, on the order of magnitude of the previously calibrated value by 
Hosoda and Tada [43]. For example, for f = 0.015 and F1 = 1.5 one gets α ≈ 0.033. There-
fore, for depth-averaged modeling purposes it is adopted without any further refinement.

5 � Test cases

The measured free surface profile of an undular hydraulic jump for F1 = q/(gh1
3)1/2 = 1.11 in 

a channel of bottom slope 1/282 is considered in Fig. 6 [35]. This is a type A jump, with a 
2D flow structure given the absence of cross-waves. The present depth-averaged Boussin-
esq model with was numerically solved using the 4th-order Runge Kutta method adopting a 
power law exponent at the inflow section N1 = 1/7 as indicated by the experimentally meas-
ured inflow velocity profile [35] and K = 2 based on former curvilinear flow results. It can 
be observed that the theoretical prediction is in good agreement with experimental results.

Chanson [23] conducted detailed experimental measurement of undular jumps in a tilt-
ing rectangular flume of width 0.25 m. The measured free surface profile of an undular 
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Fig. 7   Free surface pro-
file h/hc[x/hc] of an undular 
hydraulic jump for F1 = 1.21 and 
So = 0.005672, with the critical 
depth hc = (q2/g)1/3 as scaling

Fig. 8   Free surface pro-
file h/hc[x/hc] of an undular 
hydraulic jump for F1 = 1.31 and 
So = 0.006667, with the critical 
depth hc = (q2/g)1/3 as scaling
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hydraulic jump for F1 = 1.21 (q = 0.12 m2/s) setting the bottom slope to 0.005672 is consid-
ered in Fig. 7. The theoretical predictions of the present model using N1 = 1/7 and K = 2 are 
displayed in the same figure, showing fair agreement with observations, albeit with some 
under- and overpredictions of wave crest and troughs, respectively.

Fig. 9   Velocity profile u/U at first wave a crest, b trough, for the undular jump with F1 = 1.31 and 
So = 0.006667 (Fig. 8)

Fig. 10   Pressure distribution p/(ρgh) at first wave a crest, b trough, for the undular jump with F1 = 1.31 and 
So = 0.006667 (Fig. 8)

Fig. 11   Free surface pro-
file h/hc[x/hc] of an undular 
hydraulic jump for F1 = 1.366 
and So = 0.0014, with the critical 
depth hc = (q2/g)1/3 as scaling
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The experimental free surface profile for a test with F1 = 1.31 (q = 0.1 m2/s) and 
So = 0.006667 [23] is plotted in Fig.  8. The exponent N1 was settled to 1/9.33 by fitting 
a power-law profile to the measured velocity profile at the inflow section. This test cor-
responds to a D type jump given that yc/b = 0.403 [23]. Wave breaking and shock waves 
makes this test, therefore, more challenging for simulation. The theoretical prediction for 
the free surface profile is compared with the experimental measurements in Fig. 8, showing 
fair agreement. Note that the ascending branch of the first wave shows a sharp increase in 
the free surface slope, which is rather smoother in the numerical model.

Predicted and measured velocity profiles at the channel centerline u/U are plotted in 
Fig. 9 for the first wave crest and trough, whereas the pressure distributions at the same 
sections are considered in Fig. 10. Overall the predictions of the present theory are in fair 
agreement with experimental measurements, with better results than those presented with 
a former model [47].

Fig. 12   Free surface profile 
h/hc[x/hc] and bottom pressure 
head pb/(ρghc)[x/hc] of an undu-
lar hydraulic jump for F1 = 1.47 
and So = 1/163, with the critical 
depth hc = (q2/g)1/3 as scaling

Fig. 13   Free surface profile 
h/hc[x/hc] of an undular hydrau-
lic jump for F1 = 1.366 and 
So = 0.0014, using K = 1
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The measured free surface profile of an undular hydraulic jump for F1 = 1.366 (q = 0.099 
m2/s) in a channel of bottom slope 0.0014 is considered in Fig. 11 [39]. The theoretical 
prediction for this experiment was accomplished using N1 = 1/10 and K = 2, with the cor-
responding results presented in Fig. 11. As previously noted in former tests the raise of the 
first wave is sharper in the experiments than in the numerical simulations. However, the 
tailwater cnoidal-type waves are excellently predicted by the theoretical model.

The measured free surface profile and bottom pressure head of an undular hydraulic 
jump for F1 = 1.47 (q = 0.1 m2/s) in a channel of bottom slope 1/163 is considered in Fig. 12 
[35]. The theoretical prediction for this experiment was accomplished using N1 = 1/7 and 
K = 2, with the corresponding results presented in Fig. 12. The theoretical prediction for 
the free surface profile is in good agreement with observations, especially for the two first 
waves. From the third wave onwards a small phase shift is noted, due to the smaller wave 

Fig. 14   Free surface pro-
file h/hc[x/hc] of an undular 
hydraulic jump for F1 = 1.47 and 
So = 1/163, for a Montes and 
Chanson [30] theory, b Serre–
Green–Naghdi theory [41]

Fig. 15   Free surface profile 
h/hc[x/hc] of an undular hydrau-
lic jump for F1 = 1.366 and 
So = 0.0014, using K = 2.2
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lengths predicted. There are some discrepancies between measured and simulated bottom 
pressure heads in the ascending branch of the first wave, but the remaining portion of the 
predicted pressure profile is in reasonable agreement with observations.

The impact of selecting alternative values for K is highlighted in Fig. 13, where the test 
of Fig. 12 is reconsidered using K = 1, as adopted by Montes and Chanson [30]. It can be 
observed that the effect for the first wave is not significant, but for the third one onwards 
the phase shift due to an overprediction of wavelengths along the wave train is notable. 
Thus, the impact of K on the curvilinear flow features is important, with wave lengths sig-
nificantly affected.

Fig. 16   Free surface profile 
h/hc[x/hc] of an undular hydrau-
lic jump for F1 = 1.366 and 
So = 0.0014, for a Montes and 
Chanson [30] theory, b Serre–
Green–Naghdi theory [41]

Fig. 17   Free surface pro-
file h/hc[x/hc] of an undular 
hydraulic jump for F1 = 1.45 and 
So = 0.007599, with the critical 
depth hc = (q2/g)1/3 as scaling
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6 � Discussion: comparison of present theory with other 
approximations and limitations

In the former section the present theory was compared with detailed experimental measure-
ments from different sources, resulting a fair agreement in all the tests conducted, although 
it is acknowledged that the comparison was limited to the centerline flow. Now, a compari-
son with Montes and Chanson [30] and Serre–Green–Naghdi [41] theories is relevant, at 
the time that some limitations of the new theory are discussed.

The undular jump test of Fig.  12 (F1 = 1.47) is reconsidered in Fig.  14, where both 
Montes and Chanson (MC) [30] and Serre-Green-Naghdi (SGN) [41] theories were used to 
produce theoretical solutions. In MC theory K = 1 was used, as proposed by them, whereas 
SGN theory is free from curvilinear flow parameters. Note that both theories produce a 
first wave crest with some overprediction, whereas over and underpredictions of wave crest 
and troughs are systematic along the entire wave train. These are more extreme for the 
SGN theory. However, MC theory produces an overprediction of wave lengths resulting in 
a notable phase shift for the wave profile. Comparison of the results of the present theory 
(Fig. 12) with MC and SGN simulations reveals the improved predictions of the former.

Although the benefits of using the new theory are thus evident, its limitations are also 
to be kept in mind. Besides the inherent limitations of using a depth-averaged model to 
approximate a complex 3D flow, it was revealed the role of K controlling the wave lengths 
of the undular jump profile, and the improved selection K = 2 as compared to the standard 
one K = 1. Our choice for K was determined rationally based on an approximate analysis 
of the solitary wave profile. This result shall not be rigidly taken, given that it should be 
expected to have a variation of K along the wave profile in response to the local flow con-
ditions. So far there is not a general approach to determine this curvature exponent, and 
former works used either flow net analyses [64] or auxiliary equations as the moment of 
momentum [65] under ideal fluid flow conditions. However, a corresponding approach for 
the complex turbulent flow in undular jumps is not available.

Some calibration of results is another option. The undular jump profile presented in 
Fig.  11 (F1 = 1.366) is reconsidered in Fig.  15 using K = 2.2 in the sense of calibration 
parameter, resulting an improved prediction of the tailwater cnoidal waves, noted in the 

Fig. 18   Velocity profile u/U at first wave of a the undular jump with F1 = 1.45 and So = 0.007599, b the 
undular jump with F1 = 1.31 and So = 0.006667
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third wave. However, this practice is not general, such that the particular value of K is 
unknown in advance. In the lack of theoretical tools to predict K, the approximate value 
K = 2 obtained herein by our simplified ideal fluid flow analysis is suggested.

The undular jump test of Fig. 11 is presented again in Fig. 16 for comparison purposes 
with MC and SGN theories. Note that both MC and SGN models predict a first wave pro-
file very similar to the one obtained using the present theory (see Fig. 11). However, from 
the first wave onwards the tailwater cnoidal waves are not reproduced with much accuracy 
neither by MC nor by SGN theories, whereas the new approach produces a good solution.

The experimental free surface profile for a test with F1 = 1.45 (q = 0.06 m2/s) and 
So = 0.007599 [23] is plotted in Fig. 17. The numerical simulation obtained with the pre-
sent theory using N1 = 1/8 and K = 2 is plotted in the same figure, showing fair agreement 
with observations.

This test will be used to depict one of the limitations of the present theory, namely the 
lack of consideration of flow concentration on the centerline. The unit discharge at the cen-
terline qCL showed experimentally a marked undulating pattern in the streamwise direction, 
mimicking the wave crests and troughs of the jump profile [23]. Predicted and measured 
velocity profiles below the first wave crest at the channel centerline for this test u/U are 
plotted in Fig. 18a, revealing a marked divergence. The same computation was conducted 
for the undular jump of Fig. 8, although in this case the divergence is less evident. Note 
that the present theory is based upon qCL/q = 1, whereas this ratio is 1.516 and 1.421 exper-
imentally for the two wave crests considered!. Therefore, although the predicted center-
line free surface profile is not largely affected by this effect, the velocity profile showed 
a marked redistribution. Part of this redistribution at and just below the free surface may 
be produced by the wave breaking, but comparison of measurements and predictions also 
indicates a significant redistribution at the lower portion of the velocity profile, near the 
channel bottom. Basically, it seeds the idea that streamline curvature effects are larger in 
the measured velocity profile than in the theoretically predicted. This reasoning agrees 
with having qCL/q > 1: if the unit discharge is larger, streamline curvature effects are larger 
too. Therefore, a main conclusion from this critical comparison is that the flow concentra-
tion at the centerline produces an increased streamline curvature effect above that expected 
based on q.

To test this finding, an approximate theoretical approach to account for the increased 
streamline curvature at the first wave crest is developed as follows. If the first wave is 
approximated by a solitary wave, elementary manipulation of the extended Bernoulli equa-
tion (Eq. 7) for potential flow (N = 0) permits to write

where the first wave crest flow depth was approximated as hM = h1F1
2. This relation permits 

to express the flow curvature effects at the first wave crest as function of approach flow 
conditions F1 (or q, given h1). Therefore, the increase of flow curvature for an increase in 
q can be approximately estimated. Thus, the following expression was used to obtain the 
curvature term at the centerline CL
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where the factor ¼ is empirical, F1 = q/(gh1
3)1/2 and FCL = qCL/(gh1

3)1/2. This ratio was 
used to recompute the velocity profiles, and the results are presented in Fig.  18, show-
ing fair agreement with experiments. Therefore, although the computation is rough and 
only approximate, with its validity limited to the first wave crest, it does a good service 
depicting how streamline curvature effects are amplified below the first wave crest by flow 
concentration.

Shock waves contributes to some flow concentration along the channel centerline, as 
shown experimentally with flow visualizations [31, 66, 67]. Experimental data showed that 
the angle to the shock waves with the sidewalls increased with increasing Froude number 
F1 [52]. Thus, flow concentration is expected to be stronger with increasing F1. The lateral 
velocity component normal to the channel walls is therefore contributing to the increase 
in unit discharge q along the centerline. However, the basic characteristics of these cross 
waves are not in strong agreement with the Ippen-Harleman theory [11], such that a simple 
model for the 2D wave structure is not presently available.

Another types of significant 3D features linked to the velocity profile redistribu-
tion are the recirculation flow zones. There are two main different types of recircula-
tion observed in laboratory conditions, besides the surface rollers due to wave breaking: 
(i) surface recirculation cells immediately behind the shock wave inception, typically 
with a vertical axis [11, 59, 66] (see Fig. 2), and (ii) bottom recirculation beneath the 
1st wave crest, and sometimes beneath 2nd and 3rd wave crests with smaller dimen-
sions, typically with a horizontal axis perpendicular to the main flow direction. The lat-
ter recirculation bubble may be observed without any surface roller, but only when the 
inflow is partially developed as in [24, 31, 68]. Basically, the decelerating flow cause 
recirculation bubbles beneath the 1st wave crest, with the recirculation effect diminish-
ing towards the sidewalls. A 3rd kind of recirculation in undular jumps are the bottom 
corner eddies, with longitudinal axis, at the wave crests. These are much smaller and 
have lesser influence in the flow overall [11, 59]. The recirculation flow zones may be 
considered as dead-zones (or dead-water volumes) with static pressure and zero mass 
flux. Thus, the inclusion in depth-averaged flow models may be accomplished consider-
ing them as virtual channel boundaries [64]. The spatial dimensions of these flow geom-
etry elements were rarely documented such that their lack of consideration constitute 
another source of inaccuracy of the current depth-averaged modeling approaches.

7 � Conclusions

The existing Boussinesq models to simulate undular hydraulic jumps are limited to 
F1 < 1.2, or, equivalently, to 2D wavy free surface flow, given that some relevant 3D 
flow effects, namely the shock-wave drag, turbulent breaking and turbulent stresses, 
are not accounted for. In this work, a depth-averaged Boussinesq model which approxi-
mately accounted for 3D flow effects was presented. The model is based on a former 2D 
Boussinesq-type approach with boundary shear effects by MC [30]; additions consist in 
a drag slope due to shock waves, turbulent breaking for attenuation of non-hydrostatic-
ity and a eddy viscosity approach for the turbulent stresses. To the Authors’ knowledge, 
this model is the first attempt in the literature to include all these effects in the Boussin-
esq-type framework for modeling stationary undular hydraulic jumps.
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The model predictions were compared with experimental results from different 
sources for F1 < 1.5 resulting a reasonable agreement, thereby indicating its utility to 
predict jump types A, B, C and D. It cannot be applied to type E jumps, given that tur-
bulent breaking is only approximately accounted for, and surface rollers are not math-
ematically modeled.

It was found that the curvature distribution parameter has a significant effect controlling 
the wave length, and an approximate value was obtained based on ideal fluid flow com-
putations of solitary waves. A general method, however, is still missing and the proposed 
K = 2 shall be therefore considered in the lack of a more refined approach. The new depth-
averaged model equations does not include the effect of flow concentration in the center-
line. This 3D feature produces an increased curvature effect on the velocity profiles. It was 
analysed at the first wave crest based on an improved (simplified) treatment of flow curva-
ture accounting for the centerline discharge qCL, resulting in better velocity profile predic-
tions. Simply, the flow concentration observed experimentally on the channel centerline is 
a major physical feature in stationary undular hydraulic jumps. Although the development 
is not general and cannot be included in the general depth-averaged computations, it high-
lights the impact of the ratio qCL/q on the velocity profile features.

The main limitation of the new model presented in this critical review relies on approxi-
mating a complex 3D flow by an approximate depth-averaged model. However, even with 
this limitation in mind, the new predictions obtained with our approximate treatment of 3D 
effects are significantly better than those obtainable with previous formulations.

Appendix: Development of 2D Boussinesq equations with boundary 
shear

The viscous velocity distribution for two-dimensional wavy free surface flow is [30]

where Vs is the velocity at the free surface, μ = z/h, z the elevation, h the flow depth, K the 
curvature parameter, N the power-law exponent, hx = dh/dx and hxx = d2h/dx2 and ε0 = hhxx/
(1 + hx

2). For small arguments of the exponential function, Eq. (37) is approximated by

Projection of this result into the (x, z) directions yields the velocity components (u, v) [30]

and the pressure distribution
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)
,
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where ε1 = hx
2/(1 + hx

2). Now, the specific momentum S is given by

From Eq. (38)

Integration of Eq. (43) yields

After manipulation, Eq. (44) is rewritten as

where β is the Boussinesq momentum velocity correction coefficient for the power-law 
velocity profile,

Using Eq. (41) one obtains

Inserting Eqs. (45) and (47) in Eq. (42) yields for the specific momentum S

The depth-averaged specific energy head E is

(41)
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Using Eqs. (45) and (47), Eq. (49) yields

Equations (48) and (50) are the extended momentum and energy equations for viscous 
wavy free surface flow. Some typos in the original paper by Montes and Chanson [30] 
makes the detailed derivation presented here useful.
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