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Abstract: The study and computation of free surface flows is of paramount importance in hydraulic and irrigation engineering. These flows
are computed using mass and momentum conservation equations, their solutions exhibiting special features depending on whether the local
Froude number (F) is below or above unity, thereby resulting in wave propagation in the upstream and downstream directions or only in the
downstream direction, respectively. This dynamic condition is referred to in the literature as critical flow and is fundamental to the study of
unsteady flows. Critical flow is also defined as the state at which the specific energy and momentum reach a minimum, based on steady-state
computations, and it is further asserted that the backwater equation gives infinite free surface slopes at control sections. So far, these state-
ments were not demonstrated within the context of an unsteady-flow analysis, to be conducted in this paper for the first time. It is dem-
onstrated that the effects of unsteadiness break down critical flow as a generalized open-channel flow concept, and correct interpretations of
critical flow, free surface slopes at controls, minimum specific energy, and momentum are given within the context of general unsteady-flow
motion in this paper. DOI: 10.1061/(ASCE)IR.1943-4774.0000926. © 2015 American Society of Civil Engineers.
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Introduction

Shallow open-channel flows occur in a wide range of engineering
problems including irrigation canals, dam spillways, or drainage
channels. These flows are mathematically computed using verti-
cally integrated conservation equations of mass and momentum
assuming that the pressure distribution is hydrostatic (Yen 1973,
1975; Liggett 1993; Montes 1998). Free surface flows are classi-
fied as subcritical or supercritical depending on whether the
local Froude number (F) is above or below the threshold value
F ¼ 1, respectively. The limiting value F ¼ 1 is a dynamic cri-
terion, defining critical flow as the flow condition for which the
mean flow velocity exactly equals the celerity of an elementary
gravity wave (Liggett 1993, 1994). Critical flow is defined by the
following simultaneous properties in the literature (Chow 1959;
Henderson 1966; Montes 1998; Hager 1999; Jain 2001; Sturm
2001; Chanson 2004; Chaudhry 2008): (1) specific energy is mini-
mum (Bakhmeteff 1932; Jaeger 1949); (2) mean flow velocity
equals the celerity of a small gravity wave (Stoker 1957; Liggett
1993); (3) specific force reaches a minimum (Jaeger 1949; Chow
1959); (4) water surface slope is infinite in the steady backwater
equation (Bélanger 1828; Henderson 1966); and (5) discharge per
unit width is maximum, as used in the design of minimum energy
loss (MEL) culverts (Apelt 1983; Chanson 2004). These properties
may be also extended to nonhydrostatic pressure fields (Chanson
2006). The five conditions stated are linked in the literature as

simultaneous conditions defining critical flow as a unique dynamic
state. However, a number of critiques may be raised:
1. Critical depth in a rectangular channel is hc ¼ ðq2=gÞ1=3, with

q as the unit discharge. This depth originates by setting
dE=dh ¼ 0 in the specific energy definition E½¼ hþ q2=
ð2gh2Þ�, or dS=dh ¼ 0 in the specific force or specific momen-
tum expression S½¼ h2=2þ q2=ðghÞ�. The minimum values,
Emin and Smin corresponding to hc are obtained assuming
that the flow is steady (Jaeger 1949). However, critical flow,
defined as F ¼ 1, is obtained by setting the slope of the un-
steady backward characteristic curve dx=dt ¼ U − ðghÞ1=2 ¼
0 (Liggett 1993), from which U ¼ ðghÞ1=2, where F ¼
U=ðghÞ1=2 is the Froude number, U ¼ q=h is the mean flow
velocity, x is the longitudinal coordinate, t is time, and h is the
water depth. This results from an unsteady-flow analysis, in
contradiction to the steady-flow analysis, while computing
the extremes of E and S.

2. Unsteady computation of transcritical flows using the Saint-
Venant equations lacks from infinite free surface slopes away
from shocks (Toro 2002). This is not in agreement with the
backwater equation for steady flow that always predicts
dh=dx → ∞ at critical flow. This is a paradox because the
backwater equation is a simplification for steady state of the
unsteady Saint-Venant equations (Chanson 2004), from which
both should be identical.

These observations indicate that the effect of unsteadiness on
critical flow was so far not investigated. This paper was designed
to fill in this gap because critical flow is one of the most important
concepts upon which the theory of open-channel flow relies. The
first objective of this paper is to verify the computation of the
steady transcritical water surface profiles over variable topography,
with weir flow as a representative test case, using the gradually
varied flow equation assisted by the singular point method to re-
move the indetermination at the critical point, because of the lack of
general acceptance of this method in the hydraulics community.
Unsteady-flow computations using a finite-volume model are con-
ducted to compute the asymptotic steady-flow profile starting from
another steady state. The asymptotic unsteady-flow computations
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are then used to track whether a singular point is formed in the
computational domain as steady state is approached. Unsteady-
flow results are further used to compute numerically the water
surface slope at the channel control to its comparison with the
corresponding steady-state solution using L’Hopital’s rule. This
analysis will serve to decide if the backwater equation is associated
with singularities that can be handled using L’Hopital’s rule or, in
contrast, with an infinity free surface slope, as normally assumed
in the literature.

The second objective of this paper is to investigate whether
critical flow is a unique dynamic state in transient flows. Follow-
ing Liggett (1993), the definition of critical flow should specify
the point at which the equations of motion (both steady and
unsteady) are singular. Liggett (1993) further indicated that the
critical depth could be defined by minimizing the specific energy,
but such a definition would not expose the singularities in the
equations of motion and, therefore, would have little use. How-
ever, no proof or discussion of these differences was given so
far. As pointed out previously, the definition of critical flow
using the continuity and momentum equations in unsteady flow
[dx=dt ¼ 0, with q ¼ qðx; tÞ and h ¼ hðx; tÞ] is not coherent with
the steady definition of critical flow as the state for which the
specific energy becomes a minimum [dE=dh ¼ 0, with q = const
and h ¼ hðxÞ]. This is in close agreement with the statements of
Liggett (1993). This point is especially important because all hy-
draulic books so far available and used for teaching and research
in open-channel hydraulics implicitly assume that both conditions
are equivalent, without any analytical or numerical proof. Thus,
general unsteady-flow computations of transcritical flow over a
weir are conducted in this paper to compute the evolution of
Eðx; tÞ, Fðx; tÞ, and Sðx; tÞ in the x-t computational domain.
The aim of these computations is to investigate whether the point
F ¼ 1 (dx=dt ¼ 0) generally agrees with the points where E and
S reach a minimum value. Further, critical flow (defined as the
maximum discharge for a given specific energy) permits the def-
inition of head-discharge relationships used for discharge meas-
urement purposes (Bos 1976; Chanson 2004). Computation of
the relationship between discharge and specific energy at a weir
crest during unsteady flow will reveal whether the maximum
discharge condition applies for water discharge measurement.
This paper, therefore, will reveal if critical flow can be defined
as a unique flow state in transient flows or if the effect of unsteadi-
ness is to break down critical flow as a generalized open-channel
flow concept.

Steady Flow

Governing Equations

Steady state shallow water open-channel flows are computed using
the gradually varied flow equation (Chow 1959; Henderson 1966;
Jain 2001; Sturm 2001; Chanson 2004)

dh
dx

¼ So − Sf
1 − F2

ð1Þ

where So = channel slope; and Sf = friction slope. For the sake of
simplicity, a rectangular cross section of constant width is consid-
ered in this paper. Eq. (1) is a first order differential equation that
must be solved subjected to one boundary condition that is a known
flow depth for a given discharge (Chaudhry 2008). The specific
energy E in open-channel flow is defined as (Bakhmeteff 1912,
1932; Chow 1959; Henderson 1966)

E ¼ hþU2

2g
¼ hþ q2

2gh2
ð2Þ

It is well known that the minimum specific energy dE=dh ¼ 0
is reached at the critical depth hc ¼ ðq2=gÞ1=3 (Henderson 1966),
where the specific momentum S ¼ h2=2þ q2=ðghÞ also reaches a
minimum value (Jaeger 1949). Inserting this depth into the defini-
tion of F yields U ¼ ðghÞ1=2 and dh=dx → ∞ in Eq. (1). The con-
sequence is that it is routinely stated in the literature that the
gradually varied flow equation breaks down at the critical flow con-
dition. In an attempt to justify that from a physical standpoint, one
argument is that near the critical depth the pressure is nonhydro-
static; and therefore, Eq. (1) is invalid. However, the mathematical
validity of Eq. (1) at a critical point is different from the physical
correctness of the gradually varied flow theory if pressure is not
hydrostatic, as detailed in the next section. The Belanger-Böss
theorem (Jaeger 1949; Montes 1998) states the equivalence of
dE=dh ¼ 0 for q = const and dq=dh ¼ 0 for E = const. Thus,
the discharge becomes a maximum for the given specific energy
head under critical flow in steady flows.

Singular Point Method

An important case of transcritical open-channel flow is the passage
from subcritical (F < 1) to supercritical (F > 1) flow over variable
topography, typically over a weir (Fig. 1). Let zbðxÞ be the bed pro-
file and assume that the flow is frictionless (i.e., Sf ¼ 0) so that
Eq. (1) reduces to

dh
dx

¼ − ∂zb∂x
1 − F2

ð3Þ

An infinite free surface slope is not observed experimentally in
transcritical flow over a weir (Blau 1963; Wilkinson 1974; Hager
1985; Chanson and Montes 1998; Chanson 2006). If F ¼ 1, then
Eq. (3) must equal the indeterminate identity dh=dx ¼ 0=0. This
automatically fixes the critical point at the weir crest ∂zb=∂x ¼ 0
(Hager 1985, 1999). However, the value of dh=dx remains un-
known, although the slope is definitely not infinite. This singularity
is removed by applying L’Hospital’s rule to Eq. (3), resulting in
(Massé 1938; Escoffier 1958)�

dh
dx

�
c
¼ �

�
− hc

3

∂2zb
∂x2

�
1=2

ð4Þ

This technique, to remove flow depth gradients of the kind
0=0 on the shallow-water steady-state equations, is known as

Fig. 1. Transcritical flow profile over variable topography: formation
of steady singular point
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the singular point method. It originates from the work of Poincaré
(1881) on ODE equations and was applied to open channel tran-
sition flow problems by Massé (1938), Escoffier (1958), Iwasa
(1958), Wilson (1969), and Chen and Dracos (1996). However, this
method is rarely accepted by open-channel flow workers because
the argument still prevails that Eq. (1) is invalid for h ¼ hc given
the existence of a nonhydrostatic pressure distribution. As dis-
cussed previously, the gradually varied flow model is mathemati-
cally valid at the critical depth, but it is physically inaccurate if
the flow curvature is high (Montes 1998). The singular point
method is rarely explained in open-channel flow books, with Chow
(1959) and Montes (1998) as exceptions. However, mathematical
books often describe it for general application in engineering
(i.e., von Kármán and Biot 1940). Because of the lack of general
acceptance of the singular point method for the steady gradually
varied flow equation, its validity will be assessed using general un-
steady-flow computations to produce an asymptotic steady state.
This will permit to track whether a singular point is asymp-
totically formed in the computational domain as a steady state is
approached.

Unsteady Flow

Governing Equations

One-dimensional unsteady shallow water flows are described by
the Saint-Venant equations, written in conservative vector form
(Vreugdenhil 1994; Chaudhry 2008)

∂U
∂t þ

∂F
∂x ¼ S ð5Þ

where U = vector of conserved variables; F = flux vector; and
S = source term vector, given by

U ¼
�

h

hU

�
; F ¼

 hU

hU2 þ 1

2
gh2

!
;

S ¼
2
4 0

gh
�
−∂zb

∂x − Sf
�
3
5 ð6Þ

Again, Eq. (5) is based on the assumption of hydrostatic pres-
sure. It can be solved to compute the transcritical flow profile over
variable topography subjected to suitable initial and boundary con-
ditions. A steady-flow profile can be simulated using unsteady-flow
computations until an equilibrium state is obtained as given by the
corresponding boundary and initial conditions. Modern shock-
capturing methods like the finite-volume method apply to produce
transcritical flow profiles over variable topography without any
additional special care or technique as the flow passes across the
point h ¼ hc. This unsteady-flow computation of a free surface
profile can be therefore compared with the steady-state computa-
tion based on Eq. (3), assisted by Eq. (4) to remove the singularity
at the critical point. The unsteady-flow computations can also be
used to compute the asymptotic steady free surface slope at the
critical point and, then, to compare the numerical estimates with
the analytical steady-state solution given by Eq. (4). Further, during
the transient flow, the functions E ¼ Eðx; tÞ, S ¼ Sðx; tÞ, and F ¼
Fðx; tÞ can be tracked to detail their evolution as functions of
both time and space. It will serve to highlight whether steady-state
definitions of critical flow (i.e., E ¼ Emin and S ¼ Smin) apply to
unsteady-flow motion and agree with the unsteady critical flow
condition dx=dt ¼ 0 (or F ¼ 1). The numerical computations used

in this paper are described in the “Numerical Method of Solution”
section.

Numerical Method of Solution

Among the possible methods of solution for Eq. (5) the finite-
volume method was selected. Shock capturing finite-volume
solutions using the Godunov upwind method assisted by robust
Riemann solvers (approximate or exact) are well established today
as accurate solutions of shallow-water flows (Toro 2002; LeVeque
2002). The integral form of Eq. (5) over a control volume is (Toro
1997, 2002)

Z
Ω

∂U
∂t dΩþ

Z
A

n · FdA ¼
Z
Ω

SdΩ ð7Þ

whereΩ = control volume; A = cell boundary area; and n = outward
unit vector normal to A. Choosing a quadrilateral control volume
in the x-t plane, the conservative Eq. (7) reads (Toro 2002)

Unþ1
i ¼ Un

i − Δt
Δx

ðFiþ1=2 − Fi−1=2Þ þΔtSi ð8Þ

where n = time level; i = cell index in the x-direction;
and Fiþ1=2 = numerical flux crossing the interface between cells
i and iþ 1 [Fig. 2(a)]. Source terms Si and the fluxes Fiþ1=2
are evaluated at a suitable time level depending on the specific
method. In this paper, the MUSCL-Hancock method is used (Toro
1997, 2002), which is second-order accurate in both space and
time. Specific aspects of the method are detailed subsequently.

Fig. 2. Finite-volume solution using MUSCL-Hancock method:
(a) linear reconstruction within each cell; (b) evolution of boundary
extrapolated values; HLL Riemann solver for each interface in (c) (U-x)
plane; (d) (x-t) plane

© ASCE 04015030-3 J. Irrig. Drain Eng.
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Reconstruction of Solution

The solution process starts with the cell-averaged values of con-
served variables at time level n, Un

i . To obtain second-order accu-
racy in space, a piecewise linear reconstruction is made within each
cell (Toro 2002) [Fig. 2(a)]. Linear slopes resulting from the recon-
structed solution must be limited to avoid spurious oscillations near
discontinuities. Letters L and R denote the reconstructed variables
at the left and right sides of a cell interface, so that the resulting
values of U at each of its sides are with Φþ

i−1=2 and Φ−
i−3=2 as diago-

nal limiter matrices (Toro 2002)

UL
iþ1=2 ¼ Un

i þ
1

2
Φþ

i−1=2ðUn
i − Un

i−1Þ;

UR
iþ1=2 ¼ Un

iþ1 − 1

2
Φ−

iþ3=2ðUn
iþ2 − Un

iþ1Þ ð9Þ

A Minmod limiter is used in all computations presented in this
paper. Further, Eq. (9) implies that the water depths at each time
level n are reconstructed. This technique is denoted as the depth-
gradient method (Aureli et al. 2008). Another option is to use
the auxiliary vector Q ¼ ðhþ zb;UhÞ instead of U ¼ ðh;UhÞ.
The reason is that reconstruction using water depths may lead to
nonphysical flows over variable topography under static condi-
tions, an issue that is fully resolved if the reconstruction is based
on the water surface elevation zs ¼ hþ zb (Zhou et al. 2001) by
using a suitable bottom source term discretization. However, as
pointed out by Aureli et al. (2008), the surface gradient method
may lead to oscillations and nonphysical depths (even negative) for
shallow supercritical flows. In contrast, the depth-gradient method
is more stable and robust for bore front tracking. During this paper,
both methods were applied to transcritical flow over weirs; the sur-
face gradient method leads in some cases to unstable results in the
tailwater supercritical portion of the weir face, in agreement with
the results of Aureli et al. (2008). In contrast, the results using the
depth-gradient method were found accurate enough, and, thus, re-
sults based on that technique are presented in this paper.

Numerical Flux

The computation of the numerical flux Fiþ1=2 at each interface
requires knowledge of boundary-extrapolated values of variables
at the left and right sides of the interface UL

iþ1=2 and UR
iþ1=2.

In the MUSCL-Hancock method, an additional step is added ren-
dering a nonconservative evolution of boundary extrapolated val-
ues UL

iþ1=2 and U
R
iþ1=2 at interface iþ 1=2 over half the time step, to

regain second-order accuracy in time as [Fig. 2(b)]

ŪL
iþ1=2 ¼ UL

iþ1=2 − Δt
2Δx

½FðUL
iþ1=2Þ − FðUR

i−1=2Þ� þ
Δt
2
Si;

ŪR
iþ1=2 ¼ UR

iþ1=2 − Δt
2Δx

½FðUL
iþ3=2Þ − FðUR

iþ1=2Þ� þ
Δt
2
Siþ1 ð10Þ

With these evolved boundary extrapolated variables ŪL
iþ1=2 and

ŪR
iþ1=2 defining states L and R, the numerical flux is computed

using the HLL approximate Riemann solver [Fig. 2(c)] as (Toro
2002)

Fiþ1=2 ¼

8>><
>>:

FL if SL ≥ 0

SRFL − SLFR þ SRSLðUR − ULÞ
SR − SL

if SL ≤ 0 ≤ SR

FR if SR ≤ 0

ð11Þ
where FL and FR =fluxes computed at states L and R. Robust wave
speeds estimates SL and SR [Fig. 2(d)] are given by (Toro 2002)

SL ¼ UL − aLqL; SR ¼ UR þ aRqR ð12Þ
where a ¼ ðghÞ1=2; and qKðK ¼ L;R) is

qK ¼

8><
>:
�

1
2

�
h�ðh�þhKÞ

h2K

�	
1=2

h� > hK

1 h� ≤ hK

ð13Þ

The flow depth at the start region of the Riemann problem at
each interface h� is (Toro 2002)

h� ¼
1

g

�
1

2
ðaL þ aRÞ þ

1

4
ðUL − URÞ

�
2

ð14Þ

Time Stepping

For stability in time of the explicit scheme, the Courant-Friedrichs-
Lewy (CFL) number must be less than unity (Toro 1997, 2002).
For selection of the time step, CFL was fixed to 0.9 in this paper
and Δt was determined at time level n using the equation

Δt ¼ CFL
�

Δx

maxjUn
i þ ðghni Þ1=2j

�
ð15Þ

where Δt and Δx = step sizes in the t and x axes, respectively.

Source Terms

The computation of shallow-water flow over variable topography
must be conducted using a well-balanced scheme. It implies that
once a discretization is applied to the source terms, the time evo-
lution of the conserved variables must reach a stable steady state
Unþ1

i ¼ Un
i if afforded by the boundary conditions. That is, the

asymptotic steady-state version of Eq. (8)

ðFiþ1=2 − Fi−1=2Þ þΔxSi ¼ 0 ð16Þ
may be regarded as an identity that is verified only if the discre-
tization of S is correctly done. For the MUSCL-Hancock scheme
using the surface gradient method, a well-balanced discretization
of the bottom slope term is (Zhou et al. 2001)

h
∂zb
∂x ≈

�
hLi þ hRi

2

� ðzbiþ1=2 − zbi−1=2Þ
Δx

ð17Þ

implying that the bed profile is linearly distributed within a cell,
with a mean bed elevation for cell i given by

zbi ¼
zbiþ1=2 þ zbi−1=2

2
ð18Þ

For the depth-gradient method, the model would give nonphysi-
cal flows under static conditions however. Static tests resulted in
discharges of less than 10−5 m2=s for the weirs simulated, so that
the model was considered accurate enough. In the numerical liter-
ature, passing a static test (q ¼ 0) is considered an index of good
predictions of steady-state solutions. However, it does not imply,
in general, that the identity given by Eq. (16) is verified for any
discharge q ≠ 0. So, in turn, an unsteady numerical model must
be checked and compared with steady-state solutions, as done in
this paper.

Initial Conditions

The test cases considered in this paper are weir flows of parabolic
and Gaussian shapes. Specific details of each weir tested are given

© ASCE 04015030-4 J. Irrig. Drain Eng.
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in the “Results” section. An initial steady free surface profile over
the weir, for which q = constant and h ¼ hðxÞ is known, must be
prescribed to initiate unsteady computations. In this paper, Eq. (1)
was used to produce an initial free surface profile for a low
discharge over the weir, i.e., q ¼ 0.01 m2=s. The profile was nu-
merically computed using the fourth-order Runge-Kutta method
(Chaudhry 2008). Computations started at the crest section, where
h ¼ hc. At this section, Eq. (4) was implemented in the Runge-
Kutta solver, and the corresponding subcritical and supercritical
branches of the water surface profile were computed in the up-
stream and downstream directions, respectively.

Boundary Conditions

For transcritical flow over a weir, one boundary condition must
be prescribed at the subcritical section on the upstream weir side;
whereas at the supercritical outlet section no boundary conditions
need to be prescribed. The inlet boundary condition is given by an
instantaneous rise in the discharge, which is kept constant during
all the transient flow. Unknown values of conserved variables at
boundary sections are then computed using ghost cells by extrapo-
lation of values at adjacent interior cells (LeVeque 2002). The use
of ghost cells is a common technique in finite-volume methods and
gives results that are accurate (LeVeque 2002; Ying et al. 2004).

Alternative Solution

In this paper, the MUSCL-Hancock method was further compared
with the one-sided upwind finite-volume method of Ying et al.
(2004). In this model the Saint-Venant equations are recast with zs
as the free surface elevation in the form

U¼
�

h

hU

�
; F¼

�
hU

hU2

�
; S¼

2
4 0

gh
�
−∂zs
∂x −Sf

�
3
5 ð19Þ

With this formulation, the model equations automatically pass the
still water numerical test (Ying et al. 2004). The gradient ∂zs=∂x is
computed on the basis of the Courant number, as given by Ying
et al. (2004), and the numerical flux is

Fiþ1=2 ¼

8><
>:

qniþk

ðqniþkÞ2
hniþk

ð20Þ

where k ¼ 0, if qi and qiþ1 > 0; k ¼ 1, if qi and qiþ1 < 0; k ¼ 1=2
for any other case; and where iþ 1=2 refers to an average of the
values at the i and iþ 1 grid points.

Accuracy of Saint-Venant Equations for Variable
Topography

For steady frictionless flow over a weir, Eq. (1) or Eq. (5) are equiv-
alent to conservation of the total energy head H as

H ¼ zb þ hþ q2

2gh2
ð21Þ

This equation gives smooth mathematical solutions for transcrit-
ical flow over a weir and is consistent with the formation of steady
singular points asymptotically during an unsteady flow. However,
these issues are related to the mathematical possibility of comput-
ing transcritical flows using gradually varied flow models, but not
to the physical accuracy or correctness of the theory itself. One as-
pect widely criticized in the water discharge measurement literature

is that for weir flows the pressure is nonhydrostatic, making
Eq. (21) invalid (Blau 1963; Bos 1976; Hager 1985; Montes
1994; Chanson 2006; Castro-Orgaz 2013). In contrast, numerical
literature widely uses the transcritical flow over a weir as a perfor-
mance test of numerical schemes for solving the Saint-Venant
equations. Thus, their validity for variable bed topography is
examined in this paper. Matthew (1991), using Picard’s iteration
technique, obtained with the subindex indicating ordinary differen-
tiation with respect to x the second-order equation for potential
free surface flow as

H ¼ zb þ hþ q2

2gh2

�
1þ 2hhxx − h2x

3
þ hzxx þ z2bx

�
ð22Þ

This is a second-order differential equation describing the flow
depth profile h ¼ hðxÞ. For its solution, an initial value of H is
adopted, and the upstream boundary flow depth is computed as
the subcritical root of Eq. (21). The free surface slope is set to zero
at that section. Using these boundary conditions, Eq. (22) is inte-
grated using the fourth-order Runge-Kutta method. The upstream
head must be iterated until the supercritical root of Eq. (21) is
reached at the tailwater section.

Results

Steady Water Surface Profiles

The steady water surface profile over a weir of bed shape zb ¼
0.2 − 0.01x2 ðmÞ was computed for a target discharge of q ¼
0.18 m2=s using the MUSCL-Hancock method, and the results are
shown in Fig. 3(a). This particular weir is widely used to test un-
steady numerical models (i.e., Zhou et al. 2001; Ying et al. 2004).
In this case, Δx ¼ 0.05 m and CFL ¼ 0.9 were used. The results

Fig. 3. Finite-volume solution of flow over parabolic weir by
(a) MUSCL-Hancock scheme; (b) one-sided upwind scheme

© ASCE 04015030-5 J. Irrig. Drain Eng.

 J. Irrig. Drain Eng., 2016, 142(1): 04015030 

D
ow

nl
oa

de
d 

fr
om

 a
sc

el
ib

ra
ry

.o
rg

 b
y 

T
he

 U
ni

ve
rs

ity
 o

f 
Q

ue
en

sl
an

d 
L

ib
ra

ry
 o

n 
12

/1
6/

15
. C

op
yr

ig
ht

 A
SC

E
. F

or
 p

er
so

na
l u

se
 o

nl
y;

 a
ll 

ri
gh

ts
 r

es
er

ve
d.



presented in the figure correspond to a simulation time of t ¼ 50 s.
The steady water surface profile computed using Eqs. (3) and (4) is
presented in the same figure, showing excellent agreement with the
finite-volume computation. This suggests that the application of the
singular point method correctly produces the transcritical flow pro-
file over variable topography. As further observed, the discharge is
conserved with good accuracy by the unsteady-flow model. The
same computations were conducted in Fig. 3(b) using the one-sided
upwind finite-volume method, with results almost identical (the
two profiles deviate in the third decimal position) to those using
the MUSCL-Hancock method, justifying the use of the depth-
gradient method in this paper.

Water Surface Slope at Critical Point

The unsteady-flow model was used to compute numerically the
water surface slope at the weir crest at any instant of time to
second-order accuracy as�

dh
dx

�
c
≈ ðhiþ1 − hi−1Þ

2Δx
ð23Þ

Computational simulations until reaching a steady state over
the weir were conducted for varying discharges at the weir inlet.
The unsteady numerical results at t ¼ 50 s, obtained from Eq. (23)
are plotted in Fig. 4 together with the analytical steady state Eq. (4).
Both results almost perfectly match, thereby indicating that the
unsteady flow over a weir produces a singular point asymptotically
in the crest section as the steady state is approached. This demon-
strates that the singular point method is a correct mathematical tool
permitting to remove indeterminations in the computational do-
main as the flow passes from subcritical to supercritical. This tech-
nique permits to mimic with a steady-state computation what
shock-capturing unsteady computations automatically do. Experi-
mental data of Wilkinson (1974) for steady flow over cylindrical
weirs are plotted in Fig. 4, indicating the accuracy of the Saint-
Venant theory in predicting the free surface slope at the control
section up to −hczbxx ¼ 0.15. Following Wilkinson (1974), the ac-
curacy of water surface slope computations using the singular point
method is restricted to the limit −hczbxx ≈ 0.25, given the curvi-
linear flow over the crest domain. The accuracy of the theory is
further exploited subsequently by considering the existence of a
nonhydrostatic pressure.

Accuracy of Saint-Venant Theory

Fig. 5 contains the experimental data of Sivakumaran et al. (1983)
for a Gaussian hump of profile zb ¼ 20 exp½−0.5ðx=24Þ2� (cm) for

two test cases. The computed Saint-Venant solution using the
finite-volume method is presented for both cases and compared
in Fig. 5 with the nonhydrostatic steady-flow computations using
Eq. (22). The clear departure between the two for the test case of
Fig. 5(a) (Emin=R ¼ 0.516, q ¼ 0.111 m2=s) indicates that the ef-
fect of the vertical acceleration as the flow passes from subcritical
to supercritical is significant, so that the Saint-Venant theory does
not apply despite the flow being shallow. For the test case of
Fig. 5(b) (Emin=R ¼ 0.253, q ¼ 0.0359 m2=s), the deviation of
results is small, but still appreciable. This computation sets the
limit for application of the Saint-Venant theory at approximately
−hczbxx ¼ ð2=3ÞðE=RÞ ≈ 0.168, or simply 0.15, in agreement
with the results of Fig. 4. No explicit limit of application of the
Saint-Venant theory for flow over variable topography appears to
be previously available.

Water Wave Celerity, Minimum Specific Energy, and
Flow Momentum in Unsteady Flow

The unsteady-flow motion corresponding to the steady water sur-
face profiles of Fig. 3(a) is detailed in Fig. 6. Figs. 6(a, c, e, and g)
show water and discharge profiles at computational times t ¼ 0.5,
1.5, 2, and 3 s, respectively. The functions Eðx; tÞ, Fðx; tÞ, and
Sðx; tÞ are plotted for the same times in Figs. 6(b, d, f, and h).
Note first that a shock is formed given the sudden rise in discharge
[Fig. 6(a)], and a smooth unsteady flow without discontinuities fol-
lows at t ¼ 3 s [Fig. 6(g)]. As observed, Eðx; tÞ, Fðx; tÞ, and Sðx; tÞ
are discontinuous as the shock propagates, with left-side variables
affected by unsteady motion and right-side variables corresponding
to the initial steady-state conditions. The values of Eðx; tÞ, Fðx; tÞ,
and Sðx; tÞ at crest vicinity are detailed in Fig. 7 for the previous
simulation times. At time t ¼ 0.5 s, the shock has not reached yet
the crest [Fig. 6(a)] so Eðx; tÞ, Fðx; tÞ, and Sðx; tÞ at the weir zone

Fig. 4. Water surface slope at weir control section obtained from
MUSCL-Hancock finite-volume model, analytical steady result
[Eq. (4)], and experiments (data from Wilkinson 1974)

Fig. 5. Accuracy of shallow water, gradually varied flow theory over
weir for (a) Emin=R ¼ 0.516; (b) Emin=R ¼ 0.253
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are those of the initial steady flow [Fig. 7(a)]. At time t ¼ 1.5 s, the
discontinuity associated with the shock is near the crest [Fig. 7(b)],
but the crest is not yet affected by the transient flow. At time
t ¼ 2 s, the shock front is at approximately x ¼ 0.9 m, so the flow
variables near the crest are effected by unsteadiness. The section
of Emin is clearly not at the crest, and further different from the
section where F ¼ 1. There is not a minimum in the S function
at this instant of time. Computations at t ¼ 3 s indicate that the
entire computational domain is free from discontinuities in the

solution [Fig. 6(g)], so all sections are affected by unsteadiness.
The results of Fig. 7(d) are most revealing. The specific energy E ¼
Emin occurs at the crest section (x ¼ 0), but the condition F ¼ 1 is
reached at a section x < 0. There is a minimum of specific momen-
tum S ¼ Smin, but it is at a section x > 0. These results clearly re-
veal that the effect of unsteadiness provokes nonuniqueness of the
critical flow concept, i.e., each critical flow definition is related to a
different depth located at a different channel section, so that the
traditional results are of no use in this paper. At t ¼ 50 s the flow

Fig. 6. Propagation of positive wave and temporal evolution of variables F, E, and S
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is steady, and all definitions of critical flow converge with a single
control section at the weir crest [Fig. 7(e)].

Unstable Transcritical Flow Profiles

In the singular point theory, Eq. (4) gives two roots (positive/
negative), each associated with a different transcritical flow profile
(Chow 1959; Montes 1998). The negative sign corresponds to the
transition from subcritical to supercritical flow, already used in
this paper in the former computations. It remains to investigate
whether the inverse transition from supercritical to subcritical flow
is likely to be of practical significance. Kabiri-Samani et al. (2014)
demonstrated experimentally that the transition from supercritical
to subcritical flow without a hydraulic jump is possible. Both ex-
periments and steady-state singular point theory, therefore, support
this transitional flow profile as a valid solution. The purpose of this
section is to investigate whether this transition profile is robust and
stable relative to unsteady-flow perturbations (as is the transition
from subcritical to supercritical flow). The steady-state computa-
tions for this kind of transitional flow proceed with no problem just
taking the positive root in Eq. (4). This was done for the weir
test presented at Fig. 3. The water surface profiles for the initial
discharge, and the target discharge of 0.18 m2=s are plotted in
Fig. 8(a). The question is whether the unsteady-flow computations
produce the target steady profile of this transitional flow type,
starting from another transition profile corresponding to the initial
steady flow. For this test case, because the inlet flow is supercritical,
two boundary conditions, depth and discharge, must be prescribed.
These are supplied from the target steady-flow profile. At the out-
let subcritical section, only the depth is specified; whereas the

discharge is computed using ghost cells. The evolution of the
unsteady-flow motion is depicted in Fig. 8, in which two shocks
are formed [Figs. 8(b and c)] until they intersect at t ¼ 1.5 s
[Fig. 8(d)], thereby leading to a single shock propagating toward
the inlet section [Figs. 8(e and f)]. If the boundary conditions at the
inlet section are changed to permit the flow passage, a whole sub-
critical flow profile is finally formed over the weir once steady state
is reached. The same behavior was obtained using small variations
of the target steady state over the initial steady-flow profile. It was
impossible to obtain the transcritical flow profile from F > 1 to F <
1 as the result of asymptotic unsteady-flow computations. In con-
trast, the reverse-transitional flow (i.e., Fig. 3) was always stable
and convergent in unsteady-flow computations.

Rating Curve in Unsteady Flow

In steady flows, critical flow defined as the maximum discharge for
a given E yields the rating curve (Montes 1998; Chanson 2004)

qc ¼
�
2

3

�
3=2

ðgE3
cÞ1=2 ð24Þ

For weir flow Ec and qc are specific energy and discharge at
the crest section, respectively. This is a basic steady-state rating
curve, assumed to apply for water discharge measurement purposes
(Bos 1976) or to characterize outflow structures of dams (Montes
1998) (with correction coefficients as for nonhydrostatic pressure
if the flow curvature is high). To test its accuracy during unsteady
flows, the values of EcðtÞ and qcðtÞ for the weir flow problem
shown in Fig. 3 were computed. Eq. (24) and the unsteady-flow
results are shown in Fig. 9. The first unsteady point corresponding
to the initial steady flow (q ¼ 0.01 m2=s) lies on Eq. (24). As soon
as the shock waves pass the crest section, and the flow there be-
comes unsteady, the unsteady crest rating curve deviates from
Eq. (24), physically implying that the value of qc is not a maximum
for Ec. As the unsteady flow tends to the new steady state corre-
sponding to q ¼ 0.18 m2=s, the unsteady data point tends to lie on
Eq. (24). The zone of �5% of deviation in q relative to Eq. (24) is
plotted in Fig. 9. A significant part of the unsteady rating curve is
outside this domain, rendering Eq. (24) inaccurate for water dis-
charge measurements purposes during the entire unsteady-flow
motion. Unsteady-flow data of Chanson and Wang (2013) yielded
a rating curve for a V-notch weir close to steady flow, despite the
highly rapid flow motion in their experiments. However, the prob-
lem investigated in this paper is different, involving a shock wave
propagating over the weir crest [Figs. 6(c and e)]. The flow just
behind the shock induced a strong unsteadiness effect on the weir
crest conditions [i.e., Fig. 6(e) for t ¼ 2 s]. Thus, the flow profile
over the weir crest is continuous (∂h=∂x is finite) with a strong
effect of unsteadiness on both qc and Ec induced by the shock wave
propagating in the tailwater weir face. At time t ¼ 3 s [Fig. 6(g)],
there are no shocks in the computational domain and the unsteady
rating curve is within �5% of deviation for the steady rating
curve (Fig. 9).

Discussion

Saint-Venant equations produce realistic free-surface profile solu-
tions across the critical depth using shock-capturing numeri-
cal methods. The computation of a steady-flow profile using an
unsteady-flow computation produces a solution that automati-
cally crosses the critical depth. This unsteady-flow computation
is performed without any further special treatment at the critical
point, because the unsteady computation does not suffer from

Fig. 7. Variables F, E, and S at crest zone during transient flow
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any mathematical indetermination. However, the steady backwater
equation has an indetermination at critical-flow conditions that
must be resolved using L’Hopital’s rule. The unsteady computation
produces such singular point asymptotically as the steady state is
approached.

The steady free-surface slope for the transition from subcritical
to supercritical flow, computed from the unsteady-flow model,
perfectly matches the analytical solution for steady flow obtained
using L’Hospital’s rule. It indicates the unsteady-flow model pro-
duces automatically such a critical point gradient in the computa-
tional domain to pass across the critical depth. The Saint-Venant
equations are mathematically valid at the critical depth over vari-
able topography. However, this model is physically inaccurate if the
flow curvature is high, with the threshold value of −hczbxx ¼ 0.15.

During a transient flow, the positions of the points correspond-
ing to E ¼ Emin, S ¼ Smin, and F ¼ 1 are different, and none is
located at the weir crest. Once a steady flow is reached, all defi-
nitions of critical flow converge with a unique control section at
the weir crest. Thus, the time variable produces nonuniqueness of
the critical-depth concept with three different critical points in the
computational domain, each consistent with a definition of critical
flow. The relevant definition for unsteady flow is U ¼ ðghÞ1=2 (for
a rectangular channel), which is coherent with momentum conser-
vation and the singularity of the equations of motion, as suggested

by Liggett (1993) without proof. It indicates that the minimum spe-
cific energy is a steady-state concept, a point so far not revealed in
the literature, to the authors’ knowledge. The notion of critical flow,
as defined from the specific energy minimum, has little use in un-
steady flow but is a fundamental tool for steady flows. In addition
to the numerical results presented in this paper, a mathematical

Fig. 8. Unstable transcritical flow profile from supercritical to subcritical flow during unsteady flow

Fig. 9. Comparison of steady rating curve with results of unsteady flow
computation
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proof of divergence between the conditions U ¼ ðghÞ1=2 and E ¼
Emin is provided (Appendix).

Starting unsteady-flow computations, with a transitional profile
from F < 1 to F > 1, results in a new stable transcritical flow pro-
file after applying a perturbation at the inlet section in the form of a
discharge pulse. The same type of computation was conducted for
the inverse transcritical flow profile from F > 1 to F < 1, which is
also theoretically possible within the singular point theory. How-
ever starting with this kind of steady transcritical flow profile,
and inducing perturbations compatible with a new transitional pro-
file from F > 1 to F < 1 (corresponding to a different steady dis-
charge), provokes unsteady-flow profiles that do not result in a
new transcritical flow profile (from F > 1 to F < 1) as the steady-
flow condition is reached. Hence, the transition from supercritical
to subcritical flow over variable topography (without a hydraulic
jump) is an unstable steady-flow profile relative to small unsteady-
flow perturbations. Possibly, this flow profile is generated using
very delicate adjustments of boundary conditions, but the present
results indicate that this is not likely to be a natural profile in real-
life conditions.

Aweir crest is a discharge meter in steady flow, where the rating
curve is given by the maximum discharge principle. During un-
steady flow, the relationship between E and q at the weir crest does
not follow the steady rating curve, thereby indicating that it is not a
control section. Physically, it indicates that if a discharge equation
is defined on the basis of the crest section, then the discharge co-
efficient and the ratio of crest depth to specific energy depend on
time and not constant values as obtained in the classical steady-state
analysis. From a practical standpoint, this may have severe impli-
cations because deviations of the real unsteady rating curve from
the steady rating curve may not be acceptable for water discharge
measurement purposes. Thus, the major finding is that Eq. (24) is
never verified exactly in unsteady flow over a weir. As long as there
are shocks in any point of the computational domain downstream
from the weir crest, the unsteadiness effect is strong and deviations
of the unsteady rating curve from Eq. (24) are unacceptable. How-
ever, if the instantaneous water surface profile is free from shocks,
deviations of the unsteady rating curve from the critical depth rating
curve are acceptable.

Conclusions

Unsteady computations of transcritical flow over variable bed
topography were conducted using weir flow as a representative
case. Comparison of asymptotic unsteady-flow profiles with steady
flow backwater computations indicates that the Saint-Venant equa-
tions produce a singular point during the transient flow to cross
critical points. This states that the singular point method is a
steady technique to mathematically resolve the existence of these
indeterminations, which, in turn, are automatically computed with
unsteady-flow models. This demonstrates the general validity of the
singular point method and that the steady backwater equation is
mathematically valid at a critical point. However, although math-
ematically valid, the outcome of the gradually varied flow model is
accurate only if the flow curvature in the vicinity of the critical
depth is small.

Unsteady numerical flow computations reveal that the section
isolated from water waves ½U ¼ ðghÞ1=2� is generally different from
the sections where the specific energy and the specific momentum
reach minimum values. An analytical proof of the divergence of
results is also given. This leads to the conclusion that the only rel-
evant definition of critical flow for both unsteady and steady flow
is F ¼ Uðx; tÞ=½ghðx; tÞ�1=2 ¼ 1, which exhibits singularities in the

equations of motion. Consequently, the minimum specific energy
and force are steady-flow concepts of little use in unsteady flow,
although they are important tools for steady-flow computations.

Computation of the relationship between the discharge and spe-
cific energy at the weir crest during unsteady flow revealed that the
maximum discharge principle is not verified. Therefore, use of crest
sections as discharge meters during unsteady flows needs to be
done with caution because the effect of unsteadiness may induce
appreciable errors that are, however, acceptable if the flow is free
from shocks.

This paper was designed as an educational piece of work from
which is concluded that the general definition of critical flow im-
plies a section where the flow is isolated from water waves (valid
for both unsteady and steady flows), as stated by Liggett (1993).
The specific energy is a powerful steady-state concept, with a mini-
mum value coincident with the definition of critical flow originat-
ing from the equations of motion, if these are detailed to steady
flow. Thus, minimum specific energy and momentum should,
henceforth, not be used to define critical flow but rather quoted
as particular cases in which the simplification of critical flow to
steady state regain an additional physical meaning.

Appendix. Minimum Specific Energy and Water
Wave Celerity in Unsteady Flow

The specific energy is a function E ¼ Eðh; qÞ, where both h and q
are functions of (x; t). The total variation of E is generally given by

dE ¼ ∂E
∂h dhþ ∂E

∂q dq ð25Þ

Further, the partial differentials of E are with Eq. (2)

∂E
∂h ¼ 1 − q2

gh3
;

∂E
∂q ¼ q

gh2
ð26Þ

Now, q and h vary in the (x; t) plane according to

dq ¼ ∂q
∂x dxþ

∂q
∂t dt; dh ¼ ∂h

∂x dxþ
∂h
∂t dt ð27Þ

Combining Eqs. (25)–(27) results in

dE ¼
�
1 − q2

gh3

��∂h
∂x dxþ

∂h
∂t dt

�
þ q
gh2

�∂q
∂x dxþ

∂q
∂t dt

�
ð28Þ

The derivative dE=dh is thus given by the general equation

dE
dh

¼
�
1 −U2

gh

�
dt
dh

�∂h
∂x

dx
dt

þ ∂h
∂t
�
þ U
gh

dt
dh

�∂q
∂x

dx
dt

þ ∂q
∂t
�
ð29Þ

Based on Eq. (29), it is demonstrated that if dx=dt ¼ 0, that
further implies F ¼ U=ðghÞ1=2 ¼ 1, it does not result in an extreme
of the specific energy dE=dh ¼ 0 in unsteady flow because the
term ∂q=∂t ≠ 0.
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Notation

The following symbols are used in this paper:
A = area of finite volume (m2);
a = shallow-water wave celerity = ðghÞ1=2 (m=s);

CFL = Courant-Friedrichs-Lewy number (-);
E = specific energy head (m);
F = vector of fluxes (m2=s, m3=s2);
F = Froude number (-);
g = gravity acceleration (m=s2);
H = total energy head (m);
h = flow depth measured vertically (m);
hc = critical depth for parallel-streamlined flow

ðmÞ ¼ ðq2=gÞ1=3;
h� = intermediate flow depth in Riemann problem (m);
i = cell index in x-axis (-);
k = index (-);
n = node index in t-axis (-);
Q = alternative vector of conserved variables (m, m2=s);
q = unit discharge (m2=s);

qL, qR = auxiliary variables (-);
R = crest radius of curvature (m);
S = vector of source terms (m=s, m2=s2);
S = specific force (or momentum) (m2);
Sf = friction slope (-);

SL, SR = slope of characteristics lines (negative and positive) in
Riemann problem (-);

So = channel bottom slope (-);
t = time (s);
U = vector of conserved variables (m, m2=s);
U = mean flow velocity ðm=sÞ ¼ q=h;
x = horizontal distance (m);
zb = channel bottom elevation (m);
zs = free surface elevation (m);

Φþ, Φ− = limiter matrices (-); and
Ω = control volume (m3).

Subscripts

c = crest section;
L = left state in Riemann problem;

min = minimum value; and
R = right state in Riemann problem.
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