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Abstract
The simulation of shallow flows over obstacles is an important problem in environmental 
fluid dynamics, including exchange flows over seabed sills, atmospheric flows past steep 
mountains and water flows over river bedforms. A common mathematical treatment con-
sists in using vertically-averaged models instead of vertically-resolved ones by introducing 
a suitable shallow water approximation. The dispersionless Saint Venant equations are a 
useful tool, albeit accuracy is not enough in many circumstances. The next approach con-
sists in resorting to the Serre–Green–Naghdi theory, which is well known to produce good 
solutions for long non-breaking waves. However, a common feature of flows over obstacles 
is the generation of breaking waves at its lee side, which are important to model, given 
their role in the mixing and transport of passive scalars downstream of the terrain barrier. 
The Serre–Green–Naghdi theory fails to model these flows, producing unrealistic trains 
of undular waves. A widely used practice consist in resorting to a patching approach in 
a numerical setting where the solutions of Serre–Green–Naghdi and Saint Venant equa-
tions are assembled once wave breaking is detected by case-dependent empirical param-
eters. In this work an alternative method to dealt with wave breaking over obstacles within 
the Boussinesq-type approximation is proposed. The exact depth-averaged equations for 
flows over uneven beds are developed and presented as function of the vertical acceleration 
and non-uniformity of velocity with elevation. By introducing a suitable kinematic field, a 
new high-order phase resolving system of non-hydrostatic equations is presented, contain-
ing the usual dispersive corrections of Serre–Green–Naghdi theory plus high-order correc-
tions for velocity profile modeling. It is found that the new theory allows the simulation of 
both breaking and non-breaking waves in shallow flows over obstacles without introducing 
any case-dependent calibration parameter. The new shallow water approximation is thus an 
alternative method to deal with wave breaking in Boussinesq type models.
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1 Introduction

The shallow-water flow over obstacles is an important problem in environmental fluid 
mechanics, as in the river flow over dunes and antidunes, in oceanographic exchange flows 
over a seamount, or in the mesoscale atmospheric flow past a steep mountain [1, 2]. A 
common mathematical simplification to study these flows consists in introducing a shallow 
water approximation after averaging the hydrodynamic equations in the vertical direction. 
Depending on the underlaying assumptions different degrees of accuracy are possible in a 
shallow water approximation. If the vertical acceleration and the non-uniformity of veloc-
ity with elevation are neglected in the Euler equations, the ensuing shallow water approxi-
mation consists in the Saint Venant equations [3–5]. This approximation has been used to 
investigate flows over obstacles in seminal works [6, 7], and it is a widely used tool [4]. 
However, the dispersionless representation of the flow reduce considerably the accuracy of 
solutions [1, 8].

An alternative shallow water approximation is the Serre–Green–Naghdi theory [9–15], 
which basically produces weakly-dispersive fully-nonlinear Boussinesq equations [16–18]. 
This theory was derived by Serre [9] assuming that the streamwise velocity component is 
uniform with elevation, and by Su and Gardner [10] considering that such velocity com-
ponent varies parabolically, the result of assuming irrotational flow. The conundrum of 
having the same phase resolving model either assuming that the velocity is equal to its 
depth-averaged value or that it follows a parabolic irrotational profile lies in the restriction 
of the depth-averaged model to second order accuracy in terms of a shallowness param-
eter [1, 2]. High-order terms arising from considering that the velocity profile is parabolic 
are routinely discarded. Naghdi and Vongsarnpigoon [19] and Zhu and Lawrence [2] 
applied the steady form of the Serre–Green–Naghdi equations to flows over sills involv-
ing a transition from upstream subcritical flow to downstream supercritical flow, e.g., the 
possibility of having a hydraulic jump at the lee side of the obstacle was excluded. They 
found accurate solutions of this theory for test cases with significant vertical accelera-
tion in the flow. Nadiga et al. [1] applied the Serre–Green–Naghdi theory to simulate the 
time-dependent flow adjustment over an obstacle when it is inserted into a stream initially 
with uniform flow conditions. This has been a traditional test to investigate the non-lin-
ear flow adjustment over topography in meteorology and oceanography [6, 7, 20]. Nadiga 
et  al. [1] found that the upstream non-breaking waves were accurately described by the 
Serre–Green–Naghdi theory, but the undular dispersive waves predicted at the lee side of 
the obstacle were unrealistic as compared to the breaking waves predicted by the full Euler 
equations.

Breaking waves at the lee-side of obstacles are important (Fig. 1), as for example in a 
oceanographic flow of salt water moving over a sill in a fresh water environment [21, 22]. 
These waves produce mixing between layers, and, therefore, provides nutrients and dis-
solved oxygen for the deep water. Further, the dispersion of pollutants in a stream, includ-
ing suspended sediment, will be enhanced by breaking waves. Therefore, a non-hydrostatic 
shallow-water representation with ability to simulate both undular and broken waves is 
needed to simulate flow over obstacles. Some recent 3D non-hydrostatic models [23, 24] 
have been presented to predict shallow water flows over an obstacle.

The Serre–Green–Naghdi theory was found to produce reliable dam break flow solu-
tions for dry bed tailwater conditions [25, 26] as well as for wet conditions if resulting 
in undular flows [25]. However, it was found that breaking waves were not adequately 
simulated. Thus, a widely used approach within the Boussinesq-type framework consists 
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in using hybrid models combining the Serre–Green–Naghdi and Saint Venant equations 
[25–28]. The method consists in solving the Serre–Green–Naghdi equations and using 
some physical sensors, empirically calibrated as the onset of breaking, to detect the break-
ing portions of the waves in the computational domain. At those portions where break-
ing is detected, Saint–Venant equations are locally solved and used to produce a solution. 

(a) Definition sketch of two-dimensional flow over an obstacle with downstream breaking 
waves 

(b) Saltwater intrusion weir structure in Korea in May 2013 - Top: view from upstream, 
noting the slots for low flows; Bottom: views from downstream during dry weather (Left) 
and during a flood event (Right) 

Fig. 1  Environmental flows over an obstacle with downstream breaking waves
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Basically, it amounts to assume that dissipation at breaking waves is adequately quanti-
fied in a depth-averaged sense by the shocks produced by the Saint Venant equations. The 
method is quite useful, but some challenging numerical issues arise, as for example insta-
bilities at the patching zones of Serre–Green–Naghdi and Saint Venant equations during a 
mesh refinement [29].

Castro-Orgaz and Chanson [25] reconsidered the wave breaking problem in Bouss-
inesq equations with application to the dam break wave, and found similar restrictions 
as Kazolea and Ricchiuto [29], in addition of some misprediction of the surge celerity. 
Therefore, an alternative method of analysis was initiated based on the work of Su and 
Gardner [10]. Their work is usually linked in the literature only to the development of 
Serre–Green–Naghdi theory for irrotational flows over horizontal beds. Su and Gardner 
[10] development was wider, albeit quite ignored. They presented a general method to pro-
duce depth-averaged non-hydrostatic equations, where the role of the vertical acceleration 
and non-uniform velocity with elevation was directly accounted for. Su and Gardner [10] 
development is limited to horizontal beds, but they explicitly stated the high-order correc-
tions needed to account for the differential advection of momentum originating from the 
parabolic velocity profile in Serre–Green–Naghdi models. In other words, they stated how 
to get high-order Serre–Green–Naghdi models accounting for the variation of velocity pro-
file with elevation, although their final equation was the standard streamwise momentum 
equation of Serre–Green–Naghdi theory. Castro-Orgaz and Chanson [25] considered the 
full development of Su and Gardner [10] and numerically solved the high-order equations 
resulting for the case of dam break waves over horizontal terrain. They found that at break-
ing waves the high-order corrections were of an order of magnitude comparable to that of 
the standard dispersive term modeled in the Serre–Green–Naghdi theory. The consequence 
of solving this high-order model was the mimicking of wave breaking automatically by 
producing shocks in the solution. These shocks were the result of a balance between the 
dispersive term of the standard Serre–Green–Naghdi theory and the high-order contribu-
tions originating from variation with elevation of the velocity profile.

(c) Breaking waves downstream of an overshot vertical gate, used to prevent saltwater
intrusion in April 2004 (Dahouët, France) 

Fig. 1  (continued)
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The high-order equations by Su and Gardner [10] were found to be a feasible alternative 
to deal with wave breaking within the Boussinesq-type framework [25], but only dam break 
waves over horizontal beds were so far analyzed. As previously discussed, flows over topog-
raphy are of general interest in environmental fluid flow modeling, and breaking waves are 
important in flows over obstacles. Therefore, in this work, the Su and Gardner [10] develop-
ment is generalized for flows over uneven bathymetry, thereby resulting the exact depth-aver-
aged equations. Assuming a velocity field identical to that used in the Serre–Green–Naghdi 
theory, a new high-order system of equations is derived and applied to the case of shallow 
flows over obstacles with breaking waves. Results of this new shallow water approximation for 
flows over topography are systematically compared to Serre–Green–Naghdi and Saint Venant 
theories, showing the increased accuracy of the former. Given that we found stability prob-
lems with hybrid models combining the Serre–Green–Naghdi and Saint Venant equations, 
these models were not further considered in this research.

2  Vertically‑averaged hydrodynamic equations

2.1  Derivation

The purpose of this section is to present a general procedure to generate depth-averaged non-
hydrostatic evolution equations for flows over uneven beds following Su and Gardner [10]. 
They limited their development to water waves over horizontal terrain, so we start here by 
generalizing the procedure for uneven bathymetry. The Euler equations for flows over a fixed 
uneven topography (Fig. 1) are as follows [30–32]:

Here u and w are the velocity components in the x-horizontal and z-vertical directions, 
respectively; p is the fluid pressure; g is the gravity acceleration; ρ is the water density; and t 
is time. Equation (1) is the continuity equation, and Eqs. (2) and (3) are the momentum equa-
tions in the x- and z-directions, respectively. D()/Dt stands for the material derivative.

The kinematic boundary conditions at the free surface (subscript s) and bed (subscript b), 
stating no flow across them, are

and

where h(x, t) is the water depth and zb(x) the bed profile.
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The free surface dynamic boundary condition states that pressure is constant and 
equal to zero

Vertically-integrating Eq.  (1), applying Leibnitz’s rule and setting Eqs. (4) and (5) 
produces the depth-averaged mass conservation equation [5, 32]

where U(x, t) is the depth-averaged x-velocity component. Integration of Eq. (2) from the 
bed to the free surface and imposing Eqs. (4), (5) and (6) produces the depth-averaged 
x-momentum balance as follows [32]

where pb is the bottom pressure and M is the momentum function. Now, the z-momentum 
balance Eq.  (3) is integrated from the bottom to the free surface, resulting the following 
closure equation for pb, once ps = 0 is settled,

where η = (z − zb)/h. Next, the integrated pressure at a cross section in M needs to be evalu-
ated as function of the kinematic field. Following Su and Gardner [10] the first moment of 
Eq. (3) around the bed level is formed by multiplying it by (z − zb). Straightforward integra-
tion by parts produces the desired mathematical statement as follows

Equation (10) permits to rewrite M as function of the velocity u(x, z, t) and vertical 
acceleration Dw(x, z, t)/Dt, that is,

Inserting Eqs. (9) and (11) into Eq. (8) yields the final result for the depth-averaged 
momentum balance,
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Note that Eq. (12) is an exact depth-averaged equation. It is a generalisation to uneven beds 
of Su and Gardner’s [10] depth-averaged equation. The left hand side of Eq. (12) is simply the 
dispersionless hyperbolic x-momentum equation of the Saint Venant equations [4]. The terms 
in the right hand side of Eq. (12) are corrections to account for the non-uniform velocity u and 
vertical acceleration of the flow.

Now Eq. (12) will be further manipulated to depict how to produce the Serre–Green–Naghdi 
equations [10, 13, 14, 33], which is an approximate depth-averaged model obtainable from 
Eq. (12) assuming u = U. For this task, the vertical acceleration is decomposed into a com-
ponent obtained assuming that the u velocity is approximated by its depth averaged value 
U, DwU/Dt, plus a deviation provoked by the non-uniform distribution of u with elevation, 
namely,

Using Eq. (13) the correction term in the RHS of Eq. (12) is rewritten as follows

which permits to finally write Eq. (12) as

Equations  (7) and (15) are the general depth-averaged equations for flows over une-
ven beds. As previously, the LHS of Eq.  (15) is the Saint Venant x-momentum equa-
tion, whereas D, B, p1 and p2 are correction terms. Note that D is physically a dispersive 
term appearing in the integral of the pressure forces at a vertical section; it is based on an 
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estimate of the vertical acceleration using the depth-averaged horizontal velocity. The term 
B includes the effects of the non-uniformity of the horizontal particle velocity with eleva-
tion on the momentum flux and the vertical acceleration.

The terms D and p1 are determined based on U, whereas the deviation of u from U is 
accounted for in the terms B and p2. In the usual derivation of the Serre–Green–Naghdi 
equations the u velocity component is assumed to equal U [9, 14], thereby resulting 
B = p2 = 0. If irrotational flow is assumed, then u is found to vary parabolically with z [34, 
35], resulting B = p2 = 0 only if high-order terms are discarded in the ensuing depth-aver-
aged equations [10, 18, 25]. Therefore, Eq. (15) is an exact equation that permits to recover 
the Serre–Green–Naghdi theory setting u = U, or a higher order phase resolving model by 
inserting a suitable function to model u(x, z, t). For dam break waves propagating over 
horizontal terrain involving surge breaking, Castro-Orgaz and Chanson [25] found that D 
and B are of the same order, thus higher-order equations are relevant.

Vertically-averaged models like those obtainable by making suitable hypothesis on 
Eq. (15) cannot resolve the details of wave breaking [36], as for example an overturning 
crest [37], given that the position of the free surface is assumed to be a single-valued func-
tion of the coordinate x. In the vertically averaged framework, it is accepted that break-
ing waves are adequately characterized by representing them as shocks in shallow water 
models [4, 27–29, 38]. Thus, the Saint Venant (SV) equations are usually considered a 
reliable mathematical tool in this regard [38]. Castro-Orgaz and Chanson [25] found for 
dam break waves propagation over horizontal terrain that the higher order term B partially 
suppressed the dispersive term D at breaking portions of non-hydrostatic waves, such that 
the shallow water representation at these portions of the wave profile was very close to 
that given by the SV equations. The ensuing practical tool is that the higher-order terms 
confer wave breaking mimicking ability to the vertically-averaged non-hydrostatic model, 
a feature which is well-known to be lacking in Serre–Green–Naghdi models. This will be 
further investigated with the more general equations for uneven beds presented in the ensu-
ing section, with application to shallow fluid flow over obstacles.

2.2  Approximation to the velocity field and shallow flow theory

To produce a practical x-momentum equation from the exact Eq. (15), an approximation to 
the (u, w) velocity components shall be adopted. The velocity components assuming irrota-
tional flow are as follows [32, 35]:

This choice is by no means unique, and other approximations may be adopted. Equa-
tions (16)–(17) are the starting point of many Serre–Green–Naghdi type models for shal-
low flows, thus we consider them here too. Therefore, short wave modeling is excluded 
from the present work. Inserting Eqs. (16) and (17) into Eq. (14) produces the following 
results for the various integrals on it
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We call the higher-order system of Eqs. (7) and (15) [with closure Eqs. (18)-(21)] the Su-
Gardner (SG) equations, in recognition to their pioneering work. If higher-order terms are 
neglected in the new equations then B = p2 = 0, thereby resulting the Serre–Green–Naghdi 
equations for uneven beds [13, 14, 39].

A numerical model is needed for the solution of these depth-averaged equations, to be 
presented below.

2.3  Discussion of higher‑order corrections

Before presenting the numerical scheme, it is rather illustrative to consider the corrections 
to Saint Venant equations for the case of horizontal terrain, that is, for zb(x) = 0. Thus, let us 
consider how the non-uniform velocity u impact the higher-order corrections. Su and Gard-
ner [10] obtained for the differential advection of momentum the result

but, however, overlooked the impact of the velocity profile on the vertical acceleration and 
thus on the dynamic pressure integral, given by

Note that Eq. (23) yields an effect just twice that of Eq. (22). Su and Gardner [10] stated 
as dispersive contribution to the pressure integral the usual term

The main point is that summing Eq. (22) and (23) the ensuing term may reach an order 
of magnitude equal to or even larger than that of Eq. (24) at breaking waves. This was found 
by numerical experimentation and a scaling analysis based on a shallowness parameter 
[25]. Physically, the differential advection of momentum plus incremental vertical accel-
eration due to the non-uniform velocity profile may suppress even totally the dispersive 
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effects modeled in Serre–Green–Naghdi models. In other words, the higher-order model 
developed here produce at breaking waves solutions which are close to that obtained with 
Saint Venant equations. In the ensuing tests, these results are generalized for shallow flows 
over uneven beds, e.g., at obstacles in a stream.

3  Numerical method

Equations (7) and (15) are rewritten after some mathematical manipulations as follows
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where S = Sd + Sp and ∆t is the time step. Here E[] is an elliptic operator linked to the dis-
crete version of σ [see Eq. (27)1], and L() is a finite-volume spatial operator [4]

where Fi+1/2 is the numerical flux crossing the interface i + 1/2 of cell i and ∆x is the 
cell width. The space operator L() uses U reconstructed with 4th-order accuracy, given 
the high-order dispersive effects to be modeled. The elliptic operator E[] is discretized 
with second-order finite-differences to preserve a tridiagonal structure and ensure a fast 
inversion of the linear system of equations determining the non-hydrostatic velocity 
field. A 4th-order total variation diminishing monotone upstream centered scheme for 
conservation laws (MUSCL-TVD-4th) is adopted to reconstruct the solution [41]. The 
local Riemann problem at each cell interface is then determined by the vector U at its 
the left (L) and right (R) sides from

where the operators used are defined as follows

Herein, the minmod function is given by

The Van-Leer limiting function is used here

The surface gradient method is applied to reconstruct the water surface elevation, and 
once the reconstruction step is finished, the numerical flux Fi+1/2 is estimated with the HLL 
approximate Riemann solver [4]:
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Here FL and FR are the fluxes computed at states L and R. Robust wave speed estimates 
SL and SR for wet and dry bed conditions are considered following Toro [4], and the topog-
raphy source term is discretized ensuring a well-balanced scheme [32]. The time stepping 
procedure is adaptative based on the Courant-Friedrichs-Lewy number CFL as follows:

with CFL < 1 for stability. The dispersive terms in the source term S are discretized using 
fourth-order accurate central finite-differences (Table 1) for the computational cells i = 3 
to N‒2, where N is the total number of cells. Near shocks the discrete version of the terms 
B and p2 produced high-frequency secondary numerical oscillations, that are supressed by 
using a 3-point moving average filter. At the cells i = 2 and N‒1, the terms in S are discre-
tized using second-order differences. For example, the depth-averaged velocity derivatives 
are given by

with the various coefficients available in Table 1.
Boundary conditions are implemented using ghost cells at i = 1 and i = N as follows, for 

the test cases considered in the ensuing section. At the upstream boundary the physical 
discharge entering the flume is prescribed, and the water depth is obtained by a zero-order 
extrapolation from the interior solution as h1 = h2. If the upstream section is an open bound-
ary, then the discharge is determined as q1 = q2. If the upstream boundary section is a solid 
wall, reflective conditions h1 = h2 and q1 =  − q2 are implemented. At the outflow section an 
open boundary is implemented using transmissive conditions hN = hN−1 and qN = qN−1. In 
the case of water depth regulation at the tailwater section of the channel, hN is set equal to 
the experimentally determined water depth.
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Table 1  Weighting factors 
for discretization of spatial 
derivatives in non-hydrostatic 
terms [42]

Order of 
derivative

m

Order of 
accuracy

n

Weighting factor ωk at nodes

k = ‒ 2 k = ‒ 1 k = 0 k =  + 1 k =  + 2

1 2 0 ‒ 1/2 0  + 1/2 0
1 4 1/12 ‒ 2/3 0 2/3 ‒ 1/12
2 2 0 1 ‒ 2 1 0
2 4 ‒ 1/12 4/3 ‒ 5/2 4/3 ‒ 1/12
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4  Test cases

4.1  Flow adjustment over an isolated ridge

An experimental procedure to generate waves evolving over an obstacle consists in rapidly 
accelerate to a constant velocity an obstacle initially at rest in a flume filled with water [43, 
44] (Fig. 2a). In Long’s [44] experimental work, the obstacle was moved in the flume by 
a thin line wrapped around a cylindrical winder driven by a motor. The velocity of obsta-
cle displacement was experimentally determined by counting the revolutions, and then 
this velocity was used to deduce the flow patterns for an observer moving with the obsta-
cle, e.g., the equivalent flow with a static obstacle [44] (Fig. 2b). The initial conditions in 
Long’s experiments are thus h(x, 0) = ho − zb(x) and U(x, 0) = Uo. During the time-depend-
ent flow adjustment over the obstacle, waves are formed moving upstream and downstream 
of the obstacle [1, 6, 7, 43, 44] (Fig. 2b).

The upstream non-breaking waves are generally non-hydrostatic unless the topogra-
phy be very gentle. Breaking waves are typically observed at the lee side of the obstacle 
(Fig. 2b). If the flow changes from sub- to supercritical conditions along the obstacle, then 
non-hydrostatic conditions prevail at the hump crest in a rapidly varying topography [2, 19, 
45].

Nadiga et  al. [1] considered Long’s flow adjustment test and conducted a numerical 
study by comparing solutions of the Serre–Green–Naghdi (SGN) equations with the full 
non-hydrostatic solutions based on the Euler equations. Their simulations with the SGN 
equations showed inability of this shallow-water representation to realistically reproduce 
the lee-side waves, given that wave breaking is not modeled. However, the SGN equations 
showed excellent reproduction of the dispersive non-breaking waves moving upstream. The 
bed profile considered by Nadiga et al. [1] is the smooth sill of equation

(42)zb = a

[
1 +

(
x

L

)2
]−3∕2

,

Fig. 2  Flow adjustment over 
isolated ridge a Long’s [43, 
44] experiments, b Equivalent 
time-dependent flow with static 
obstacle applying a velocity − Uo 
to the system
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where a is the maximum elevation of the sill and L is a bed-form width parameter. We 
consider the solution of the Euler equations by Nadiga et al. [1] and compare it with the 
solution of our new Su-Gardner (SG) equations. For reference, solutions of the SGN and 
SV equations are also produced, thereby presenting a general comparison of these three 
shallow-water representations.

Figure 3 considers a test with a stringent topography shape defined by a = 0.65ho and 
L = ho, with upstream flow conditions given by  Fo = Uo/(gho)1/2 = 0.7. Solutions of the SG 
and SGN equations are presented at normalized times T = t/to, with to = (ho/g)1/2, of 10, 20 
and 30 in Fig.  3a–c, respectively, and compared with the full 2D solution. Simulations 
were conducted using ∆x = 0.01 m and CFL = 0.5. In this test case boundaries are open. 
On inspecting Fig. 3 it can be observed that the SGN and SG equations yield almost identi-
cal results for the upstream waves, which are in excellent agreement with the Euler equa-
tions. It means the main contribution to the solution from dispersive corrections is due to 
D and p1, such that B and p2 are not relevant there. On the other hand, the lee side waves 
are poorly reproduced by the SGN equations, with an evident wave breaking observed in 
the full Euler solution, not accounted for by them. In contrast, the SG equations produces 
a significant improvement in the prediction of the lee side waves, with the maximum and 
minimum water depths roughly close to those predicted by the Euler system. Note the abil-
ity of the SG equations to mimic wave breaking by introducing shocks in the solution, a 
feature fully lacking in the SGN equations.

The same test is considered in Fig. 4, but inserting simulations using the SV equations 
instead of that of the SGN equations. It can be observed that the solution of the SG equa-
tions for the lee side waves tend to produce a shock-like solution similar to that of the SV 
equations, thus in better agreement with the Euler equations than the solution produced 
with the SGN equations. Along the obstacle, water depths are overpredicted upstream and 
under predicted downstream by the SV equations, given that the vertical acceleration is not 
accounted for. The upstream wave predicted by the SV equations is a shock, which is not in 
agreement with the Euler equations. Collectively, Figs. 3 and 4 reveal that the SGN equa-
tions produce a good solution upstream and along the obstacle, whereas the SV produce a 
good representation of the lee side waves. In contrast, the new SG equations developed in 
this work produce a solution in good conformity with the Euler equations along the whole 
computational domain. To our knowledge, there was so far not any Boussinesq-type shal-
low water representation in the literature with such capabilities.

Based on the above observations, it emerges the rationale of a family of models widely 
used for non-hydrostatic modeling, namely, to construct hybrid models combining the 
SGN-SV equations. The broken surges and their energy dissipation are well character-
ized by the shocks produced by the solution of the SV equations, while long non-breaking 
waves are accurately described by the SGN equations. Thus, the SGN equations are solved 
and switch locally to the SV equations in those portions of the wave where breaking is 
detected [27, 28]. The SGN-SV hybrid models use breaking modules depending on the 
calibration of three parameters, namely the free surface slope at the onset of breaking, a 
factor relating the rate of variation of the flow depth to the long wave celerity at the onset 
of breaking and the limiting Froude number for initiation of roller development at a broken 
wave. These three parameters are case-dependent. Further, patching of SGN and SV equa-
tions at the wave breaking zones involve numerical instabilities during mesh refinement 
[29], sometimes difficult to control in a model. In contrast, the new SG equations presented 
are free from calibration parameters. Wave breaking is mimicked trough shock-like waves 
resulting from a balance between the dispersive terms arising in the Serre–Green–Naghdi 
theory and the high-order non-linear terms originating from the differential advection of 
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momentum and the supplemental vertical acceleration due to the non-uniform velocity 
profile.

Figures 5 and 6 considers a test with a topography shape determined from a = 0.4ho 
and L = ho, with upstream critical flow conditions as by  Fo = Uo/(gho)1/2 = 1. Solutions 
of the SG and SGN equations are presented at normalized times T of 10, 20 and 30 
in Fig.  5a–c, respectively, and compared with the full 2D solution, whereas the SV 
solutions are available in Fig.  6. Simulations were conducted using ∆x = 0.01  m and 
CFL = 0.5. In this test, wave breaking at the lee side waves is not as strong in the SG 
equations as indicated by the Euler equations. This is a limitation of the SG modeling 
approach, given that wave breaking is not an impulsive and fast process, but rather 
occurs gradually in the SG shallow water approximation [25]. Nevertheless, the lack of 
any calibration parameter makes it useful in spite of the limitations. As in the former 
test, SGN and SG solutions are similar for the upstream waves and in overall conformity 
with the Euler equations, whereas the SV solution is unrealistic. For the lee side waves, 

Fig. 3  Flow adjustment over isolated ridge: Comparison of SG equations with SGN equations and Euler 
equations. Test conditions:  Fo = 0.7, a/ho = 0.65, L/ho = 1
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SGN equations are not in conformity with the Euler equations, but the SG equations are 
closer.

The current analysis of the SG solutions for Long’s flow adjustment test demonstrates 
the utility of the SG equations to predict shallow water waves over obstacles: it is a single 
high-order shallow water representation that has the best features of each of its germane 
lower-order representations, namely SGN and SV approximations.

4.2  Dam break wave propagating over a bottom sill

Ozmen-Cagatay and Kocaman [46] conducted experiments in a horizontal flume of 
8.9 m long, 0.3 m width and 0.34 m deep, consisting in dam-break flows simulated with 
a ho = 0.25  m flow depth pool retained by a gate with dry bed conditions downstream 
(Fig. 7a). This problem was previously investigated experimentally by Soares Frazão and 

Fig. 4  Flow adjustment over isolated ridge: Comparison of SG equations with SV equations and Euler 
equations. Test conditions:  Fo = 0.7, a/ho = 0.65, L/ho = 1
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Zech [47]. In this test case the upstream boundary is a solid wall, and the downstream 
boundary is open. A symmetrical trapezoidal sill of 0.075 m height, 0.30 m crest length 
and 1  V:4.67H side slope was placed downstream of the gate [46]. Once the gate was 
opened fast, a dam break front propagated towards and over the obstacle (Fig. 7b), result-
ing a negative surge generation over the sill crest, as observed in the experiments [46].

These are plotted in Fig.  8., along with Reynolds-Averaged Navier–Stokes (RANS) 
solutions, consisting in instantaneous flow profiles at times T = 11.9, 17.54, 20.67, 23.05, 
29.69 and 41.84 [46]. Note that the RANS solutions [46] predict a correct formation of 
the surge over the obstacle (T = 11.9 and 17.5), whereas some disagreement with experi-
ments is noted at the onset of wave breaking (T = 20.67). Overall, the process is very well 
described by the RANS solutions, including the negative surge formation, celerity of prop-
agation in the upstream direction, and flow depth profiles. Thus, we consider the RANS 

Fig. 5  Flow adjustment over isolated ridge: Comparison of SG equations with SGN equations and Euler 
equations. Test conditions:  Fo = 1, a/ho = 0.4, L/ho = 1
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solutions as reference to evaluate the different shallow water approximations considered in 
this work.

Simulations were conducted with the SG, SGN and SV equations using ∆x = 0.01  m 
and CFL = 0.5. The results for each of the shallow water approximations are compared with 
experiments and RANS simulations [46] in Figs.  8, 9 and 10, respectively. On inspect-
ing Fig.  8 it can be observed that the surge development over the obstacle is very well 
predicted by the SG equations, with a notable agreement with RANS solutions at times 
T = 11.9, 17.54, 20.67 and 23.05. The predicted celerity of the surge is also in good agree-
ment with experiments and the RANS equations. At T = 29.69 the wave breaking simulated 
by the SG equations is less than that in the RANS solutions, as is also evident at T = 41.84 
by the small train of waves moving upstream behind the surge. However, given that our 
simulations are conducted assuming inviscid flow without any turbulence accounted for, 
the results are considered satisfactory. Note the excellent prediction of the flow profile over 

Fig. 6  Flow adjustment over isolated ridge: Comparison of SG equations with SV equations and Euler 
equations. Test conditions:  Fo = 1, a/ho = 0.4, L/ho = 1
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Fig. 7  Dam-break wave propagating over a bottom sill a initial condition, b wave patterns generated

Fig. 8  Dam break wave propagating over a sill at different instants of time: Comparison of SG equations 
with RANS equations and experiments [46]
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the obstacle by the SG equations at T = 41.84. Figure 9 contains the germane simulations 
using the SGN equations. At times T = 11.9 and 17.54 results are almost identical to those 
obtained with the SG equations, but at later times the SGN solutions deviate from the SG 
solutions and thus become unreliable. Note the surge formation is poorly predicted at times 
T = 20.67 and 23.05, and the incorrect prediction of the upstream free surface profile, and 
at the obstacle inlet (T = 29.69 and 41.84). Comparison of Figs. 8 and 9 depicts the signifi-
cant advance of using the SG equations instead of the SGN equations. We remark again 
that the whole surge formation and breaking process result of our simulations with the SG 
equations is a consequence of the shallow water approximation used ab-initio, without 
introducing any empirical case-dependent parameter.

Finally, simulations for this same test case using the SV equations are presented in 
Fig. 10. The surge development at T = 17.54, 20.67 and 23.05 is not in very good agree-
ment with RANS solutions. However, a major advantage of this shallow water approxima-
tion is in the representation of surges as shocks in the solution. Note that the solutions at 
times T = 29.69 and 41.84 are reasonably good for the upstream surge. A failure of this 
approximation occurs at the obstacle, given that the SV equations fail to simulate flows 
with non-hydrostatic flow conditions. The flow profile simulated by the SG, SGN, and 
SV over the sill crest is detailed in Fig. 11, where the advantages of the SG equations are 

Fig. 9  Dam break wave propagating over a sill at different instants of time: Comparison of SGN equations 
with RANS equations and experiments [46]
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evident. The SV equations produced an unrealistic profile over the sill crest with an almost 
constant water depth distribution. The SGN equations produced an acceptable flow profile 
over the sill crest, but an unreliable solution at the sill inlet, with cnoidal-type waves. The 
SG approximation produces an excellent non-hydrostatic flow profile both at the inlet and 
sill crest.

4.3  Steady flow over submerged bar

Cienfuegos et  al. [39] developed the model SERR-1D, which is a high-resolution TVD 
solver for the solution of the Serre–Green–Naghdi equations. This program was used by 
Mignot and Cienfuegos [48] to study river-like flows. The model accounted for by wave 
breaking using an eddy-viscosity approach, with various calibration parameters tunned 
conducting maritime hydraulics test cases. They presented a relevant test case to validate 
the ability of a non-hydrostatic model to simulate hydrostatic flows over uneven beds. This 
occurs in steady submerged flows over wide topographical obstacles with small overflow 
depths. This problem was also discussed by Nadiga et al. [1]. The topography used is given 
by the submerged bar of equation

Fig. 10  Dam break wave propagating over a sill at different instants of time: Comparison of SV equations 
with RANS equations and experiments [46]
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Simulations were conducted with identical conditions to those used by Mignot and 
Cienfuegos [48]. Boundary conditions for this test consists in a water depth of 0.48 m at 
the downstream end of the channel reach and a unit discharge of q = 0.3  m2/s at the inflow 
section. The channel length considered is 30 m, and ∆x = 0.1 m was used for the cell width. 
The time stepping was conducted with CFL = 0.5. Simulations obtained with the SG and 
SV equations are plotted in Fig. 12 and compared with the results of the SERR-1D model 
reported by Mignot and Cienfuegos [48].

Our solution of the SV equations was verified to perfectly match that presented by 
Mignot and Cienfuegos [48]. Note the flow is essentially hydrostatic throughout the chan-
nel, with the solution of the SV equations and SERRE-1D model in excellent agreement, 
except in the hydraulic jump position over the bar. Mignot and Cienfuegos [48] attributed 
this discrepancy to a possible vias in the celerity estimation of the surge by the SERRE-1D 
model during the flow adjustment over the obstacle towards the steady state. It was indi-
cated that a reconsideration of the calibration parameters in the model could be a means 

(43)zb = 0.2

[
1 −
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x − 15
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]
.

Fig. 11  Comparison of different 
shallow water approximations at 
the sill crest (T = 41.84)

Fig. 12  Steady flow over submerged bar: Comparison of SG equations with SV equations and results from 
the SERRE-1D model [48]
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to improve predictions. Our simulation with the SG equations predicts the surge celerity 
correctly, thus its final position is in excellent agreement with the SV equations (Fig. 12). 
Some secondary oscillations are present in the SG solution, given that wave breaking in 
the model is progressive, as previously indicated. However, given the lack of calibration 
parameters, the result is considered satisfactory.

Nadiga et  al. [1] also considered simulations using the SGN equations for flow con-
ditions where the correct solutions shall be hydrostatic along the computational domain. 
Steady flow over a wide submerged bar with with  Fo = 0.45, a/ho = 0.5 and L/ho = 5 is 
depicted in Fig.  13a. Here, solutions of the SGN and SV equations are compared. This 
is a wide topography; thus, hydrostatic flow should prevail thorough. However, note the 
extremely large dispersive corrections generated by the SGN equations in the form of an 
undular hydraulic jump. This portion of the flow profile is obviously unrealistic, pointing 
out a strong limitation of the SGN equations, given that the undular jump waves should 
break. Undular flows are possible downstream of a weir [49], but such undulations cannot 
be arbitrary, as those found here with the SGN equations. The undular hydraulic jump is 
physically possible (roughly) for inflow Froude numbers less than 1.7 [50], resulting in 
adequate predictions by using Boussinesq equations [51]. However, for larger Froude num-
bers the undular waves will break, and a roller is formed on the free surface [52].

The simulation conducted with the new SG equations is presented in Fig. 13b, result-
ing an excellent agreement with the SV equations along the whole computational domain. 
Note the excellent approximation to the hydraulic jump profile at the lee side of the bar. 
The small ripples noted on the flow profile there are the result of a progressive breaking of 
the undular waves that the usual dispersive corrections tend to form in the solution. Thus, 

Fig. 13  Steady flow over submerged bar with  Fo = 0.45, a/ho = 0.5, L/ho = 5 a comparison of SGN and SV 
equations, b comparison of SG and SV equations
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the SG equations allows a better representation of steady hydraulic jumps than the SGN 
equations.

Experiments on hydraulic jumps over curved bed obstacles seems to be lacking in the 
literature to the authors’ knowledge. Thus, a new set of experiments were conducted in a 
15-m-long, 1-m-high, 1-m-width tilting experimental flume at the Hydraulics laboratory 
of the University of Córdoba, Spain, to generate steady hydraulic jumps at the lee side of 
obstacles. The flume width is reduced to 0.405 m by a moving division wall (Fig. 14a), and 
the flume slope for the experimental series conducted is 0.0015 m/m. The tailwater portion 
of the flume from 9.634 to 15 m downstream of the inlet section is structurally a cantilever 
ending in a water tank, and the beam deformation, though very small, was considered to 
accurately define the actual bed profile of the flume. The flume is equipped with a recircu-
lation pump of 0.078  m3/s maximum discharge connected to the downstream water tank, 
allowing to work in closed-circuit. A water tank with flow straightener is located at the 
flume inlet to reduce flow disturbances. A large-scale obstacle model of equation (dimen-
sion in meters)

is installed upstream from the middle portion of the flume (Fig. 14a). Flow visualization 
during the experiments was accomplished through the eight lateral crystal windows of 
1.875-m-wide by 0.975-m-high of the flume. Each window was monitored by a camera 
perpendicularly installed in front of the flume. The monitoring video system comprises 
eight Basler Ace acA1920-40uc cameras, with 6 mm focal length lens to allow capturing 
the whole width of each lateral crystal window, 40 frames-per-second (fps) maximum at 
full resolution, and a laptop Intel® Core™ i7-9750H with software for image capture, syn-
chronization, assembling and processing. The system automatically assembles the images 
collected by the 8 cameras in a synchronized way, correcting distortion errors and thereby 
providing instantaneous experimental images for the 15 m of flume. To produce a steady 
transcritical flow over the obstacle, a discharge Q was supplied at the inlet by manual reg-
ulation of a valve. An ultrasonic flowmeter installed in the recirculation conduit allows 
for discharge measurements within ± 0.4% accuracy. The water levels downstream of the 
obstacle were regulated with a tailgate, that allowed to control the position of the hydraulic 
jump. Once the images collected by the system of cameras were assembled and distortion 
errors were corrected for selected instants of time, they were used to extract the experimen-
tal flow profile. Although the flow was globally steady in the experiments, at the hydraulic 
jumps the free surface involves instantaneous fluctuations. Thus, an averaged flow profile 
was determined from images at five different instants of time. Four steady flow profiles 
were measured, and the results are plotted in Fig. 14b-e. From panel b to panel e the tailwa-
ter level is progressively increased by closing the tailgate, thus the hydraulic jump moves 
towards the obstacle. The bed and experimental free surfaces are available as supplemental 
material to this article.

Simulations were conducted with the SG equations using ∆x = 0.02 m and CFL = 0.8. 
Boundary conditions implemented in the numerical model are the measured steady dis-
charge at the inlet and the measured regulated tailwater level. Friction effects were con-
sidered to accurately determine the position of the hydraulic jump by using Manning’s 
equation for the friction slope Sf = n2U2/h4/3, with n = 0.01  sm−1/3. In the numerical 
implementation the friction source term was treated explicitly. Comparison of predic-
tions and experimental measurements in Fig.  14 reveals that the SG equations predicts 

(44)zb = 0.209 exp

[
−
1

2

(
x − 6.565

0.254

)2
]
,
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the free surface profile over the obstacle and hydraulic jump with reasonable accuracy in 
all cases. Note that the SG equations represent the hydraulic jump as a discontinuity-type 
solution, thus the length of the hydraulic jump cannot be predicted by this mathematical 

Fig. 14  Hydraulic jumps at the lee side of a large obstacle model a general view of experimental set-up at 
the University of Cordoba, Spain, b–d comparison of experimental flow profiles with SG and SGN simula-
tions
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representation. For comparative purposes the SGN equations were solved for the same 
experimental tests, and the results are plotted in Fig. 14. This model had to be run with 
CFL = 0.1 to get stable results once the extremely peaked waves in Fig. 14b formed. Thus, 
all runs for the SGN model were generated using this low CFL value. Comparison with 
experiments shows the unrealistic prediction of the hydraulic jump at the lee side of the 
obstacle for panels (b)-(d) by the SGN model, where it may be noted the large improve-
ment resulting from using instead the SG equations. For panel (e), the obstacle is almost 
submerged, and the SGN and SG solutions produce nearly identical results. Thus, the new 
set of experiments presented demonstrate the ability of the SG equations to reproduce 
steady breaking waves.

4.4  Breaking waves on a slope

Although not properly an obstacle test, the breaking of waves on a slope is an effective test 
to show the breaking ability of phase resolving models in unsteady flow. Synolakis [53] 
conducted laboratory experiments for solitary waves running on a plane beach of slope 
1:19.85. The crest of the initial solitary wave solution is placed at half a wavelength from 
the toe of the plane beach (located at x = 0 m). A test for a breaking solitary wave run-up 
with H/ho = 0.28 is presented in Fig. 15, where H is the wave height and ho the still water 
depth. Simulations were conducted with the SG equations using ∆x = 0.01 m, CFL = 0.3 
and n = 0.01  sm−1/3. In this test cases boundaries are open. Predictions of the SG equations 
are compared with experimental data of Synolakis [53] there. Overall, the whole process is 
well described by our mathematical model, including the wave breaking observed at T = 20 
and 25, and from T = 45 to 60 the moving hydraulic jump progressively formed. Simula-
tions with the SGN equations were found to be unstable for the run-up on the slope.

To show the significant improvement of the SG equations over the SGN equations 
both approximations are compared prior to the run-up phase at T = 22 in Fig. 16. It can be 
observed the extremely peaked waves predicted by the SGN theory, whereas the effective-
ness of the SG equations mimicking breaking is clearly noted. For reference, the solution 
of the SV at this instant of time is also plotted.

This set of experiments demonstrate the ability of the SG equations to reproduce 
unsteady breaking waves.

5  Limitations and discussion

The SG equations are a vertically-averaged system of equations originating from Euler 
equations. The Euler equations are extensively used to study finite amplitude wave propa-
gation and wave breaking problems [37, 54]. The ideal fluid flow assumption makes impos-
sible to simulate the breaking impact after surface reconnection, but the simulation of the 
onset of breaking events can be carried out with great accuracy [54], with the overturing 
waves typically determined using volume of fluid or level set methods.

The SG equations are exact in the form stated by Eqs. (7) and (15), but once a velocity 
field is assumed, the system turns out to be only an approximation to the Euler equations. 
The practical form of the SG equations used in this work is based on assuming that the 
velocity field can be approximated by Eqs. (16) and (17), and the limitations stemming 
from that assumption can be inferred by analyzing the expansion order. These velocity 
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components are obtained by an iteration of the Cauchy-Riemann equations for irrotational 
water waves. In the iteration process, Eq.  (16) is a result of higher-order than Eq.  (17). 
The stream function ψ compatible to this second-order accurate degree of expansion of the 
equations of motion is, therefore,

Fig. 15  Breaking solitary wave on a slope. Comparison of experimental flow profiles [52] with SG simula-
tions. Here η is the elevation above the still water level
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It can be easily checked that Eq.  (45) exactly satisfies the two-dimensional continuity 
equation, but vorticity appears due to the approximate nature of the solution, given by

For example, for a horizontal bed, the modelled vorticity is found to be given by

On inspecting Eq. (47) it is observed the dependence of the vorticity on high-order non-
hydrostatic terms, thus it will be important at breaking portions of the waves. Therefore, 
the velocity field used in the SG equations is regarded as an approximation to the Euler 
equations, with limitations due to the degree of expansion of the stream function, Eq. (45), 
which is the fundamental approximation underlaying in our method.

An additional aspect that deserves discussion, in addition to the expansion limita-
tions of the approach, is the physical relevance of Eq.  (16), e.g., a parabolic profile, to 
describe the velocity profile at breaking waves and hydraulic jumps. Physical experiments 
[55–57] indicates that the u(x, z) velocity profile at hydraulic jumps encompasses a com-
plex variation with elevation, involving a backward flow velocity at the free surface. To 
approximate this velocity profile analytically, experimental results suggest using a  3rd order 
degree polynomial [58]. Obviously, the used parabolic profile can be regarded only as an 
approximation to these experimental findings. To get a better representation of the veloc-
ity profile one may use iteration results of the Cauchy-Riemann equations of higher-order, 
by conducting a further iteration cycle. This process increases the order of expansion of 
the u-profile, transforming it into a higher-order polynomial [59]. However, this process 
increases the order of differentiation of the depth-averaged velocity above Uxx, making the 
numerical solution of the ensuing system of PDEs challenging. The parabolic profile used 
shall be thus considered as an improvement over using a representation based on the depth-
averaged velocity U. Note that the parabolic velocity profile allows backward free surface 
velocities, e.g., for a horizontal bed the condition is

(45)�(x, z, t) = −U� −
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Fig. 16  Comparison of different shallow water approximations for wave breaking on a slope (T = 22). Here 
η is the elevation above the still water level
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Therefore, in regions with a strong variation of Ux resulting in Uxx > 0, backward 
flow velocities may be generated, as in hydraulic jumps, as observed in our numerical 
simulations.

Overall, the SG equations produces good results, albeit in some test cases, like that in 
Fig. 8, wave breaking is not strong enough, due to the approximate nature of the model 
equations. A more accurate representation of wave breaking processes in a depth-averaged 
framework requires inclusion of the Reynolds stresses in the momentum equations and a 
turbulence model for closure.

6  Conclusions

In this work, the exact depth-averaged free surface flow equations for flows over uneven 
beds accounting for the vertical acceleration and differential advection of momentum are 
presented, thereby generalizing Su and Gardner [10] development. The exact x-momentum 
equation consists in the leading Saint Venant terms plus corrections terms. These correc-
tions are decomposed into dispersive ones assuming that the horizontal particle velocity 
equal its depth-averaged value plus other terms including the effect of the non-uniformity 
of velocity with elevation.

The dispersive corrections based on the depth-averaged velocity produce the terms 
modeled in the Serre–Green–Naghdi theory, whereas the non-uniform velocity correc-
tions generate high-order non-linear terms. Assuming a parabolic velocity profile identi-
cal to that used in Serre–Green–Naghdi theory these high-order terms are quantified for 
flows over topography, and the ensuing high-order theory is called Su-Gardner theory in 
recognition to their pioneering work. The high-order terms may equal in magnitude the 
Serre–Green–Naghdi dispersive corrections at breaking waves, thereby demonstrating that 
they should be retained in phase resolving models.

The Su-Gardner equations were numerically solved in a number of relevant test cases 
using a high-resolution finite-volume finite-different solver. The problem of flow over 
obstacles with breaking waves is relevant in environmental fluid flow modeling and it is 
an ideal scenario to test the new shallow water approximation pursued here. The test cases 
included flow adjustment over an isolated ridge in an initially uniform stream, a dam break 
wave propagation over a tailwater sill and producing a negative surge, the steady flow 
over a submerged bar with a hydraulic jump at the lee side including a new set of physi-
cal experiments, and breaking waves on a slope. It was found in those test cases that the 
Su-Gardner theory produced solutions close to the Serre–Green–Naghdi theory for non-
breaking waves over topography. For breaking waves the Serre–Green–Naghdi theory pro-
duced in all cases unrealistic trains of undular waves whereas the new Su-Gardner theory 
produced shock-like solutions which mimicked wave breaking quite well. The results of 
this new theory were found to be in conformity with experiments and numerical results 
from vertically-resolved models in all the tests and for all the waves forming in the compu-
tational domain. Neither Serre–Green–Naghdi nor Saint Venant theory were satisfactory.

Wave breaking was automatically mimicked by the Su-Gardner theory through the for-
mation of shock-like solutions thanks to a balancing between the dispersive corrections 
of the standard Serre–Green–Naghdi theory and the new high-order terms resulting from 

(48)us = U −
1

3
Uxxh

2 ≤ 0 ⇒ Uxx ≥ 3U

h2
.
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the non-uniform velocity profile corrections. This balance makes the solution of the Su-
Gardner equations at breaking waves similar to that of the Saint Venant equations and very 
different to that of Serre–Green–Naghdi theory.

The Su-Gardner theory was found to be a natural hybrid between the 
Serre–Green–Naghdi and Saint Venant shallow water theories, in contrast to actual hybrid 
models patching Serre–Green–Naghdi and Saint Venant equations in a numerical scheme. 
In those assembled models some case-dependent empirical parameters need to be cali-
brated to activate wave breaking. In contrast, in Su-Gardner theory it is the shallow water 
representation adopted the responsible of wave breaking activation, such that there is not 
any empirical parameter to calibrate. This new shallow water approximation is therefore a 
suitable alternative to deal with wave breaking within the Boussinesq-type approximation, 
and was demonstrated to produce good solutions for flows over obstacles.

Further inclusion of a turbulence model would allow increasing the range of practical 
cases to be solved, while the model may be extended to two-dimensional flow situations, 
e.g. undular surge between bridge piers, dam break wave propagation around a building.
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