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A B S T R A C T   

Surface wave breaking induces strong turbulence in the two-phase flow region. Detailed turbulence statistics 
were experimentally obtained using non-intrusive optical techniques in a breaking bore roller, at relatively large 
scale, with a bore Froude number Fr1 = 2.15 and Reynolds number Re = 2.3 × 105. These novel velocity data 
were ensemble-averaged based upon an instantaneous dataset of 24,320 images. In terms of the velocity field, the 
breaking bore roller was classified into three regions: the impinging jet, developing shear layer and flow reversal 
region. The vertical profiles of the longitudinal velocity data exhibited some self-similarity. The Reynolds stress 
data showed an anisotropic turbulent flow immediately downstream of the roller toe, and tended towards 
isotropy away from the roller toe. The vorticity data suggested that the breaking at the roller toe was responsible 
for the generation of vortices. The turbulent structures in the shear layer presented significantly smaller length 
and time scales with higher dissipation rate than other regions. A discussion between present turbulence sta-
tistical data and bubble dynamics from literature was developed. The comparison between present and past 
studies suggested a similarity in two-phase physical processes in the breaking roller region between the tidal 
bore, hydraulic jump, swash zone bore and breaking wave.   

1. Introduction 

Bores are seen from a variety of free-surface flows (Fig. 1), such as 
tidal bores occurring in river estuary (Chanson, 2011), bores evolved 
from breaking waves and swash flows, tsunami bores (Yeh, 1991), and 
dam-break flows (Dressler, 1954). The last two flows often propagate on 
both dry and wet beds, leading to different flow characteristics 
(Wüthrich et al., 2018). The present study only covers the bores on wet 
beds in a rectangular channel, and the bore strength is characterised by 
the bore Froude number (Rayleigh, 1908): 

Fr1 =
V1 + U

̅̅̅̅̅̅̅
gd1

√ (1)  

where d1 is the flow depth of initial steady flow, g is the gravity constant, 
U is the mean bore celerity and V1 is the cross-sectional averaged ve-
locity of the initial steady flow. 

Apart from the unique generation conditions, the difference between 
above bores propagating on the wet bed is the resistance of the bottom 
boundary (Madsen and Svendsen, 1983). In a tidal bore, the resistance of 

the bottom boundary is induced by the opposite travel direction between 
the bore propagation and initial steady current. A strong initial current 
could hold the bore stationary, which became a hydraulic jump (Pere-
grine, 1983). A bore propagating on quiescent water (e.g. spilling 
waves) has a weaker resistance of bottom boundary. 

On the other hand, the bores formed from above scenarios exhibit 
similar physical processes. Based on the bore Froude number, the bores 
can be undular (Fr1 < 1.3–1.4) and breaking (Fr1 > 1.4) (Leng and 
Chanson, 2016). The undular bores are featured with a smooth wave 
front followed with a train of secondary undulations, and the theoretical 
considerations were given in the classic works of Peregrine (1966) and 
Soares Frazao and Zech (2002). The similarities of the breaking bores 
are shown in terms of free-surface properties, air entrainment process 
and flow characteristics. A common feature on these free surfaces is the 
flow discontinuity at the bore front, where at its downstream, strong 
turbulence significantly distorts the free surfaces, generating splash and 
droplets (Brocchini and Peregrine, 2001). The strong free-surface tur-
bulence results into air-water exchange, together with the air entrain-
ment by secondary plunging surface waves and air extrusion over the 
bore front, being the basic air entrainment mechanisms (Kiger and 
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Duncan, 2012). The similar physical processes are observed from the 
flow regions and turbulence. The most featured part of the breaking 
bores is the breaking “roller”, in which the water recirculates down the 
bore front, advecting the entrained air bubbles (Peregrine, 1983). 
Large-scale vortices generate immediately downstream of the bore front 
because of the Kelvin-Helmholtz type of instability (Lubin et al., 2019). 
The advection of these vortices in the shear zone initially behave as 
two-dimensional structures, while away from the roller, strong 
three-dimensionality is developed (Nadaoka et al., 1989). 

While many works revealed great details on the flow characteristics 
underneath the breaking rollers (Hornung et al., 1995; Melville et al., 
2002; Leng and Chanson, 2019a), little has been undertaken experi-
mentally in the breaking roller, because of the difficulty to implement 
the traditional instrumentation (ADV, LDV and PIV). Yeh and Mok 
(1990) generated breaking bores using a dam-break way, showing that 
the bore roller takes “generation and advection” cycles induced by the 
large-scale recirculating vortices. The evolutions of these vortices were 
observed by Nadaoka et al. (1989), who also suggested that the advec-
tion of the large-scale vortices generated new source of vorticity. Cowen 
et al. (2003) was able to use PIV in slightly aerated wash zone flows by 
fluorescent particle/filter combination, showing that the uprush phase 
acted as a turbulent bore. Huang et al. (2009) presented the global 
distributions of turbulence dissipation rate in a swash zone, where a 
spilling breaker developed to a breaking bore. Since the breaking bore 
exhibited slight aeration, and they were able to provide the data near the 
bore front, showing that the large-scale vortices dominated the dy-
namics of turbulent dissipation in the surf zone. Wüthrich et al. (2020a) 
investigated the transverse periodicity of the bore front, owing to the 
large-scale transverse coherent structures in the breaking roller. 
Wüthrich et al. (2020b) classified the most reoccurring air-water fea-
tures on the bore free surface, with detailed quantitative and qualitative 
descriptions. Detailed air-water flow properties (void fraction and 
bubble size distributions) in a breaking roller were measured using 
phase-detection probes by Leng and Chanson (2019b,c). Shi et al. (2020) 
attempted to link the free-surface profiles with the air entrainment rate. 
Na et al. (2020) obtained providing velocity and vorticity data in an 
aerated roller of the spilling breakers, using both intrusive and 
non-intrusive techniques. 

Overall, literature on turbulence characterisation in the breaking 
bore roller is thin. Thus, some of the present data were compared with 
those in hydraulic jumps of previous works, even though only a few 
studies focused on the turbulence in the hydraulic jump roller (Morta-
zavi et al., 2016; Kramer and Valero, 2020). Following a quasi-steady 
flow analogy, a breaking bore can be described as a hydraulic jump in 
translation (Lighthill, 1978; Peregrine and Svendsen, 1978). For a bore 
propagating on quiescent water, it exhibits a less turbulent process than 
a hydraulic jump, where the initial steady inflow brings additional 

source of turbulence into the roller (Yeh and Mok, 1990). Therefore, a 
tidal bore scenario, with the bore propagating on an opposite steady 
inflow, was selected to be comparative with the hydraulic jump. 

The present study adopted an experimental approach to quantify the 
turbulence characteristics in a breaking bore roller, using novel image- 
based techniques. The present results are compared to those in tidal 
bore, hydraulic jump, swash zone bore and breaking wave with similar 
flow conditions. Section 2 presents experimental setup, instrumentation 
and signal processing. Section 3 and 4 show the velocity measurements 
and turbulence statistics respectively, and discussion is developed in 
Section 5. Conclusions are summarised in Section 6. 

2. Experimental conditions, ensemble-averaging and signal 
processing 

2.1. Experimental conditions 

New experiments were conducted in a 19 m long and 0.7 m wide 
rectangular channel, with transparent glass sidewalls and a smooth PVC 
bottom (Fig. 2). The water was fed into the channel through an upstream 
intake tank equipped with flow calming devices, flow straighteners and 
a smooth convergent section. The flow rate was measured using a 
magneto flow meter with an accuracy of 10− 5 m3/s. A Tainter gate was 
located at downstream end of the channel at x = 18.1 m, where x is the 
longitudinal distance from the upstream end (Fig. 2). The bore was 
generated by rapidly closing the Tainter gate, leading to an upstream 
bore propagation. 

The bore propagation was recorded using a Phantom v2011 ultra- 
high-speed camera located at x = 8.5 m. The camera was equipped 
with a Nikkor 50 mm f/1.4 lens, focused about 14 mm from the glass 
sidewall with a depth of field (DOF) of 14 mm. The ultra-high-speed 
video movies were sampled at the maximum frame rate of 22,607 
frame per second (fps) with a full HD resolution of 1 280 × 800 pixels. 
Herein, the ultra-high-speed videos were subsampled for every second 
frame, leading to a sampling frequency of 11,303 fps. A high-intensity 
LED array (GS Vitec MultiLED) with 4 × 6 lamps was used to illumi-
nate the flow. Note that the LED was specifically manufactured for the 
Phantom camera with extremely high frequency to avoid flashing in the 
high-speed videos. The size of the image plane was 0.52 m long and 0.32 
m wide (Fig. 2). 

For quantitative comparisons with existing data in breaking rollers 
(Mortazavi et al., 2016; Leng and Chanson, 2019b,c), the present study 
adopted a breaking bore with a bore Froude number of Fr1 = 2.15. The 
detailed flow conditions are presented in Table 1, where d1 and d2 are 
the initial and conjugate water depths respectively (Fig. 2), Q is the flow 
rate, V1 is the initial cross-sectional averaged velocity based on the 
continuity equation, U is the average bore celerity measured using 

Fig. 1. Breaking bore advancing from left to right - Left: photograph of Qiantang bore, China by Prof. Hubert Chanson; Right: definition sketch of a breaking roller.  
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acoustic displacement meters (ADMs) over the measurement location, 
Re is the Reynolds number defined as ρ(V1 +U)⋅d1/μ, DNS stands for 
direct numerical simulation. 

2.2. Optical flow technique 

Optical flow (OF), as a well-established branch in computer revision, 
represents all kind of algorithms, which detect the apparent motions 
between consecutive frames based upon the brightness change. The 
reader is referred to the fundamentals of various OF techniques by 
Barron et al. (1994), and to the ranking systems of all the OF techniques 
by Middlebury (Baker et al., 2011), KITTI (Geiger et al., 2012) and 
MPI-Sintel (Butler et al., 2012). 

Recently, several studies obtained dense two-dimensional velocity 
fields in various air-water flows (Bung and Valero, 2016a,b; Zhang and 
Chanson, 2019, 2018; Kramer and Chanson, 2019). These studies used 
the classic Horn-Schunck (HS) technique, Lucas-Kanade (LK) technique 
and Gunnar-Farneback (GF) technique, which provided the errors of 
5–25% in air-water flows. Shi et al. (2020) examined these three tech-
niques in a breaking bore. They suggested that none of them is ideal for 
turbulence characterisation, since the HS technique was sensitive to 
noise; the local averaging of LK technique would wipe off the turbu-
lence; the governing equation of GF technique was lack of physical 
meaning in terms of brightness change. Hence, the present study 
adopted the “Classic + NL” (CNL) technique (Sun et al., 2010, 2014), 
which was derived from the HS technique with a high robustness of 
noise. 

Several parameters affected the performance of the optical flow 
technique, including neighbourhood size, sampling frequency and pyr-
amid level. The neighbourhood size is defined as a square N-by-N 
neighbouring pixels of the image where the objective functional is 
solved. The pyramid level is the level of the multi-resolution image 
pyramid technique (Adelson et al., 1984) for the detection of large 
displacements. The suitable parameters varied case by case, dependent 
on the OF technique, brightness and noise levels. Herein, the selections 
of these parameters were based on a sensitivity analysis (Appendix A 
and Supplementary material), and these parameters are summarised in 
Table 2. 

2.3. Ensemble statistics analysis 

For unsteady flows such as surface breaking flows, the time-averaged 
results are meaningless (Bradshaw, 1971), and an ensemble averaging 

has been commonly used in the literature. Herein, the ensemble aver-
aging was achieved using an image-based algorithm of Shi et al. (2020), 
which automatically synchronised the positions of roller toe from 
different frames of an ultra-high-speed video movie at a reference 
location (Fig. 3). The accuracy of the synchronisation was examined by 
manually tracking the roller toe position (Appendix A). The reference 
position was selected based on two criteria: (1) most of the breaking 
roller could be observed from the image plane; (2) the number of frames 
was high enough to minimise the impacts of free-surface fluctuations on 
the ensemble statistics. In Appendix A, the sensitivity analysis on the 
number of frames suggested a minimum number of 20,000 frames. 
Herein, the reference point was selected as the 150th pixel from the 
right-edge of the image planes, ensuring 24,320 frames for ensemble 
statistical analyses. 

3. Results. 1: ensemble-averaged velocity data 

Near the boundaries of air-water flows where some random turbu-
lent motions were observed, there was no aerated flow occupied in some 
frames. To avoid wiping off the turbulence information by using the 
same number of frames (24,320) across the entire image plane, the 
Kronecker delta δij was used to describe the ensemble averaging: 

Vi(x, z, t) =
1
N

∑M

i=1
δijVins,i, where, δij =

{
0, ​ if ​ there ​ is ​ no ​ aerated ​ flow
1, ​ if ​ there ​ is ​ an ​ aerated ​ flow

(2)  

where M is the total number of frames (24,300 herein), N is the number 
of non-zero values at a given point, and Vins,i is the instantaneous ve-
locity of frame i. This section presents the ensemble-averaged velocity 
fields and a self-similarity for the vertical profiles of longitudinal ve-
locity data. The distribution on the number of frames used for ensemble 
statistics is presented in Appendix A. 

Fig. 2. Schematic of the present experimental setup and instrumentation.  

Table 1 
Flow conditions of the breaking bore.  

References Type Fr1 [-] Re [− ] Q [m3/s] d1 [m] d2 [m] V1 [m/s] U [m/s] Comment 

Present study Breaking bore 2.15 2.03 × 105 0.100 0.097 0.244 1.458 0.627 Physical modelling 
Leng and Chanson (2019b,c) Breaking bore 2.15 2.03 × 105 0.100 0.097 0.244 1.458 0.627 Physical modelling 
Mortazavi et al. (2016) Hydraulic jump 2.00 1.10 × 104 0.036 0.056 0.129 2.700 – Numerical (DNS) data  

Table 2 
Parameters used in the OF technique (Present study).  

Parameter [unit] Adopted value 

Neighbourhood [pixel × pixel] 5 × 5 
Frame rate [fps] 11,303 
pyramid level [− ] 7  

R. Shi et al.                                                                                                                                                                                                                                      
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3.1. Two-dimensional velocity field 

The breaking roller was classified into three regions based upon the 
longitudinal velocity data: (1) an impinging jet region, inducing air cavity 
and vorticity at the impingement point; (2) a developing shear layer re-
gion that is responsible for the air entrainment, bubble diffusion and 
vortex advection; (3) a flow reversal region driving the bore propagation 
(Fig. 1b). The dimensionless ensemble-averaged longitudinal velocity 
field in the breaking roller is presented in Fig. 4a. Note that the bore 
propagated from the right to left in Fig. 4. For the longitudinal velocity 
data (Fig. 4a), the impinging jet region exhibited relatively high velocity 
near the impingement point at the roller toe (Vx/V1 = 0.4–0.6), and the 
flow decelerated with an increase in longitudinal distance from the 
roller toe. The flow reversal region (blue region in Fig. 4a) exhibited 
negative dimensionless velocity ranging from − 0.6 to − 0.2, linked to the 
bore propagation in the opposite direction to the initial flow. The shear 
layer developed downstream of the impinging jet region, showing a 
broadening with increasing longitudinal distance from roller toe. A 
definition sketch of the three flow regions is shown in Fig. 4d. The 
vertical velocity data are presented in Fig. 4b, showing positive upward 
velocity data at the roller toe, consistent with the sudden increase in 
water depth during the bore propagation. Downward motions were 
observed immediate downstream of the roller toe, corresponding to a 
plunging process. Positive vertical velocity data for (x-xtoe)/d1 > 3.0 
indicated that the buoyancy overcame the centrifugal pressure gradient 
induced from large-scale vortices, driving an upward bubbly flow mo-
tion. The ensemble-averaged vector field is presented in Fig. 4c. The 
flow pattern appeared similar to the velocity vector fields in the spilling 
breaker (Na et al., 2020, Fig. 5), in the hydraulic jump (Lin et al., 2012, 
Fig. 7) and for the uprush phase of swash zone bore (Cowen et al., 2003, 
Fig. 4), suggesting similar physical processes among these 
surface-breaking flows. 

Furthermore, using a quasi-steady flow analogy, the breaking bore 
data were translated using the bore celerity for comparisons with the 
available data in stationary hydraulic jumps: 

VT =Vx − U (3)  

where U is the mean bore celerity measured using acoustic displacement 
meters (ADMs). Fig. 5a presents the longitudinal velocity profiles from 
an Eulerian frame of reference. The present data were compared to the 
DNS results (Mortazavi et al., 2016) and bubble image velocimetry (BIV) 
data (Lin et al., 2012) for Fr1 = 2.0 and 4.51 respectively in stationary 
hydraulic jumps. The air-water boundaries are plotted as reference in 
Fig. 5. The breaking bore data agreed well with the DNS data, except for 
the regions next to the air-water boundaries where the large fluctuations 
of air-water boundaries, affected the accuracy of ensemble averaging. 
Errors were induced next to the air-water boundaries, where the 
brightness consistency constraint of the OF technique was invalid 
because of the significant variation in the brightness data. The com-
parison between the bore data and BIV data showed a comparable order 
of magnitude, but the profile shape did not agree well, likely because of 
the large difference in Froude number: Fr1 = 4.51 in Lin et al. (2012). 

A comparison of present vertical velocity profiles with the DNS data 
(Mortazavi et al., 2016) is presented in Fig. 6. The results showed a 
reasonable agreement, although differences were observed next to the 
roller toe (x-xtoe)/d1 < 2.0, where the OF data indicated a downward 
motion, inconsistent with the DNS data. For hydraulic jump, the 
downward motion was observed in several works (Lin et al., 2012; 
Kramer and Valero, 2020), corresponding to a marked flow recircula-
tion. The differences were likely caused by the much lower Reynolds 
number of the DNS model (an order of magnitude less than the present 
breaking bore). For the hydraulic jumps with similar Reynolds numbers 
as the DNS model, Bayon et al. (2016) showed no existence of the 
recirculation region. Furthermore, the present data agreed with the BIV 
data in terms of magnitude and trend (Appendix B). 

3.2. Self-similarity of longitudinal velocity profiles in breaking bore roller 

In the breaking roller, the free-shear layer developed downstream of 

Fig. 3. Example of synchronisation process of the frame 12,386 and 13,186 in an ultra-high-speed video. The grey areas were added for the second image, ensuring 
the roller toes of the three images located at the reference point (the 150th pixel from the left image edge). 

R. Shi et al.                                                                                                                                                                                                                                      
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the singularity of the roller toe (Chanson and Brattberg, 2000; |Lin et al., 
2012). Herein, the self-similarity of the vertical profile of longitudinal 
velocity was investigated in the developing shear layer. The vertical 
profile of the ensemble-averaged longitudinal velocity was normalised 
by its maximum and minimum velocities (Vx,max and Vx,min), and its 
vertical coordinate was scaled by the vertical locations of Vx,max and Vx, 

min (zx,max and zx,min) (Fig. 5b): 

Vc =
Vx − Vx,min

Vx,max − Vx,min
, ​ zc =

z − zm

zx,min − zx,max
(4)  

where zm is the difference between zx,max and zx,min. The normalised 
ensemble-averaged profiles are presented in Fig. 7a, showing a self- 
similarity for all the velocity profiles, except for a few inconsistencies 
next to the air-water flow boundaries. The self-similar velocity profile 
may be expressed using a Fourier series: 

Vc = 1 − [a1 + a2 sin(a3zm)+ a4 cos(a3zm)] (5)  

where a1 = 0.5, a2 = 0.41, a3 = 3.2 and a4 = − 0.26 for the present study. 
Equation (5) is plotted in Fig. 7a. The vertical locations of maximum, 
minimum and zero longitudinal velocity data (zx,max, zx,min and zx,zero 
respectively) are shown in Fig. 7b. The difference between zx,min and zx, 

max increased with increasing longitudinal distance from the roller toe, 
indicating a broadening of the shear layer away from the roller toe. 

4. Results. 2: turbulence statistics 

4.1. Reynolds stresses 

The velocity fluctuations were obtained from the instantaneous ve-
locity fields: vins,i = Vins,i – Vi, where Vi is the instantaneous ensemble- 
averaged velocity (Eq. (2)). The Reynolds stresses characterised the 
momentum transport induced by the fluctuating velocities in the 
breaking roller. For the two-dimensional measurements, the ensemble- 
averaged Reynolds stresses τij was defined as: 

Fig. 4. Ensemble-averaged longitudinal and vertical velocity fields using the optical flow technique. The initial flow travelled from the left to the right, with the bore 
propagating in the opposite direction - (a): longitudinal velocity; (b): vertical velocity; (c): vector field; (d): classification of flow structure in breaking roller, with (1) 
impinging flow, (2) developing shear mixing layer and (3) flow reversal regions. 
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τij

ρV2
1
=

[
vxvx vxvz
vzvx vzvz

]/

V2
1 (6) 

Fig. 8 presents the normalised ensemble-averaged Reynolds stress 

components: vxvx/V1
2, vxvz/V1

2, and vzvz/V1
2, showing the same order of 

magnitude (10− 2). The streamwise normal stress vxvx was the primary 
Reynolds stress with a larger magnitude than the vxvz and vzvz data. This 
finding suggested an anisotropic turbulent process immediately 

Fig. 5. Ensemble-averaged longitudinal velocity profiles: (a) translate velocity profiles at different longitudinal locations (x-xtoe)/d1 = 0.0, 0.5, 1.0, 1.5, 2.0, 2.5, 3.0, 
3.5 and 4.0, in comparison with the DNS data in hydraulic jump (Mortazavi et al., 2016) and with the BIV data in hydraulic jump (Lin et al., 2012); (b) an example of 
self-similar longitudinal velocity profile at (x-xtoe)/d1 = 2.9. 

Fig. 6. Vertical velocity profiles at different longitudinal locations: (x-xtoe)/d1 = 0.0, 0.5, 1.0, 1.5, 2.0, 2.5, 3.0, 3.5 and 4.0, in comparison with data in a hydraulic 
jump (Mortazavi et al., 2016). 

Fig. 7. Self-similarity of the ensemble-averaged longitudinal velocity profiles- (a) total 1 130 profiles from the roller toe and Equation (5) plotted for reference; (b): 
vertical locations of the minimum, zero and maximum ensemble-averaged longitudinal velocity profiles. 

R. Shi et al.                                                                                                                                                                                                                                      
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downstream of the roller toe, which was caused by the high flow rota-
tion in this region (Rogallo and Ferziger, 1985)., The Reynold stress data 
tended to decrease with increasing longitudinal distance. The order of 
magnitude of the present data were consistent with Reynolds stress data 
beneath a tidal bore (Leng and Chanson, 2019a), a swash zone bore 
(Cowen et al., 2003) and hydraulic jumps (Lin et al., 2012; Mortazavi 
et al., 2016; Witt et al., 2018). 

The vertical profiles of ensemble-averaged Reynolds stresses at the 
different longitudinal locations are presented in Fig. 9. The longitudinal 
stress component exhibited a marked peak immediately downstream of 
the roller toe. For all the stresses, the profile tended to flatten with 
increasing longitudinal distance from the toe. For a given location 
further downstream ((x-xtoe)/d1 ≥ 3), the values of three Reynolds 
stresses were close to each other, indicating that the turbulent flow 
became more isotropic. This might be caused by the dissipation of Kel-
vin–Helmholtz-type large-scale vortices further downstream. The pre-
sent data quantitatively agreed well with the DNS data in a hydraulic 
jump with Fr1 = 2.0 (Mortazavi et al., 2016) (Fig. 9). 

A typical vertical profile of longitudinal Reynold stress and its key 
parameters are presented in Fig. 9a - Right, including the maximum and 
minimum Reynold stresses (vivi,max and vivi,min) as well as their vertical 
locations (zvivi ,max, zvivi ,min). The present Reynolds stress data were best- 
fitted, for the longitudinal locations ((x-xtoe)/d1 > 1.0), using a power 
function (Mortazavi et al., 2016): 

vivi,c =
zvivi ,c

(
zR,m

/
d1
)β (7)  

where zR,m is the difference between zvivi ,max and zvivi ,min(Fig. 9a - Right), 
β is the power coefficient obtained from best-fitting (β = 0.5 in the 
present study), vivi,cand zvivi ,care the characteristic Reynold stress and 
characteristic vertical coordinate respectively: 

vivi,c =
vivi − vivi,min

vivi ,max − vivi,min
zvivi ,c =

z − zvivi ,max

d1
(8) 

Fig. 10 presents the characteristic Reynolds stresses as functions of 
the characteristic vertical coordinate for the three stress components. 
The data exhibited similar C shapes. 

4.2. Vorticity and turbulent kinetic energy dissipation rate 

The breaking next to the roller toe was the source for vortex gener-
ation (Peregrine, 1983). Several vortex generation mechanics, based on 
shear layer instabilities, were discussed by Hornung et al. (1995) and 
Lubin et al. (2019). Herein, the instantaneous ensemble-averaged 
spanwise vorticity was derived from the strain rate of the instanta-
neous velocities as: 

ϖy =
1
N

∑N

i=1

(
∂Vins,z

∂x
−

∂Vins,x

∂z

)

(9) 

Figs. 11a–1 presents the dimensionless ensemble-averaged vorticity 
magnitude data, consistent with the results in hydraulic jumps by 
Mortazavi et al. (2016) and Witt et al. (2018). The present vorticity 
magnitude data in breaking roller were approximately twice of those 
underneath the breaking roller, which were measured with the same 
flow conditions by Leng and Chanson (2019c). A relatively large 
vorticity magnitude was observed immediately downstream of the roller 
toe. The data showed some decaying vorticity away from the roller toe, 
consistent with a vortex-shedding phenomenon (Mortazavi et al., 2016). 
The maximum vorticity magnitude data are plotted as a function of 
longitudinal distance in Figs. 11a–2. The results indicated a peak in 
maximum vorticity magnitude immediately downstream of the roller 
toe about ((x-xtoe)/d1 = 0.35). 

For the two-dimensional image-based techniques (PIV, BIV and OF), 
the elements of fluctuating velocity gradients related to the transversal 
direction could not be measured, thus resulting into assumptions of 
isotropic turbulence for the estimation of TKE dissipation rate (Liu et al., 
2004; Xu and Chen, 2013). Considering sidewall effects on the flow from 

Fig. 8. Ensemble-averaged Reynold stresses and turbulent kinetic energy - (a): normal stress vxvx; (b): normal stress vzvz; (c): tangential stress vxvz.  

R. Shi et al.                                                                                                                                                                                                                                      
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the ultra-high-speed videos, the present TKE dissipation rate was esti-
mated using a local isotropy assumption (Doron et al., 2001): 

ε =
1
N

ν
∑N

i=1

[

4
(

∂vins,x

∂x

)2

+ 4
(

∂vins,z

∂z

)2

+ 3
(

∂vins,x

∂z

)2

+ ...

3
(

∂vins,z

∂x

)2

+ 4
(

∂vins,x

∂x
∂vins,z

∂z

)

+ 6
(

∂vins,x

∂z
∂vins.z

∂x

)]
(10)  

where ν is the kinematic viscosity of the fluid, vins,x, vins,z are the 
instantaneous longitudinal and vertical velocity fluctuations respec-
tively. Equation (10) was adopted in swash zone spilling waves (Huang 
et al., 2009). Note that the kinematic viscosity in the breaking bore 
varied based on the local void fraction, which was unable to measure in 
this present study. Thus, the kinematic viscosity of water was adopted in 
the roller. 

Figs. 11b–1 presents the dimensionless ensemble-averaged TKE 
dissipation rate. The data agreed well with the results of hydraulic jumps 

(Mortazavi et al., 2016) and the bore formed from spilling breaker 
(Huang et al., 2009), in terms of both trend and order of magnitude. The 
maximum dissipation happened in the roller front region, with the 
maximum TKE dissipation rate observed next to the roller toe. This was 
consistent with the remarks of Lamarre and Melville (1991) and Lim 
et al. (2015), who suggested a higher energy dissipation for the breaking 
process at the wave front. The maximum TKE dissipation rate is plotted 
as a function of the longitudinal location in Figs. 11b–2. The peak value 
of the maximum TKE dissipation rate occurred at (x-xtoe)/d1 = 0.33, 
where the peak of vorticity magnitude occurred (Figs. 11a–2). In 
Figs. 11b–2, the data are compared to the results by Witt et al. (2018), 
who simulated a hydraulic jump of Fr1 = 2.43 using unsteady RANS with 
k - ε turbulence closure model. The comparison showed that the RANS 
data were larger than the present data next to the roller toe, and some 
good agreement was seen for (x-xtoe)/d1 > 1.8. A further comparison of 
vertical profiles by Mortazavi et al. (2016) is shown in Fig. 12, showing a 
reasonable agreement in terms of the trend and order of magnitude. 

Fig. 9. Vertical profiles of ensemble-averaged Reynolds stresses at different longitudinal locations, in comparison to DNS data (Mortazavi et al., 2016) at (x-xtoe)/d1 
= 0.0, 1.0, 2.0, 3.0 and 4.0 - (a): normal stress (Right) with an example of a vertical profile (Left); (b): normal stress; (c): tangential stress. 
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Herein, large differences were mostly seen in the roller toe region. The 
cause was the different estimations of the TKE dissipation rate. The 
present dissipation rate data were derived from a two-dimensional 
measurements, while Witt et al. (2018) and Mortazavi et al. (2016) 
computed the TKE dissipation rate from three-dimensional measure-
ments. Near the roller toe, the flow was likely inhomogeneous and 
anisotropic owing to the Kelvin-Helmholtz type of instability (Lázaro 
and Lasheras, 1989), and strong turbulence was observed along the 

roller toe perimeter in the transverse direction (Wüthrich et al., 2020a). 
Furthermore, the comparison of the TKE dissipation rate between the 
two numerical studies provided large differences for a hydraulic jump 
with similar Froude number (Fr1 = 2.4). The comparison highlighted 
good agreement in the downstream region of the roller at roller, where 
the flow became more isotropic. Therefore, above discussions suggested 
that the inconsistent TKE dissipation rate data might be caused by the 
highly anisotropic flow near the roller toe, leading to more advanced 

Fig. 10. Scaled ensemble-averaged Reynolds stresses for (x-xtoe)/d1 > 1.0. For each stress component, 893 profiles are plotted. - (a): normal stress vxvx; (b): normal 
stress vzvz; (c): tangential stress vxvz. 

Fig. 11. Ensemble-averaged turbulence statistics (a1): vorticity magnitude distribution; (a2): maximum vorticity magnitude of vertical profile; (b1): TKE dissipation 
rate distribution; (b2): maximum TKE dissipation rate of vertical profile. 
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numerical and theoretical models on TKE dissipation rate in the future. 

4.3. Integral turbulent time and length scales 

The integral turbulent length and time scales provided characteristic 
dimension and duration of the coherent structures in the production 
range (Pope, 2000). In the present study, the integral turbulent length 
and time scales were obtained from the temporal and spatial 
cross-correlation functions of the velocity fluctuations (Hinze, 1975). 
Detailed illustrations are shown in Appendix C. 

The ensemble-averaged dimensionless integral turbulent length and 
time scales in both longitudinal and vertical directions are presented in 
Fig. 13. The data were not valid for (x-xtoe)/d1 > 4.8, because of the 
insufficient separation distance for the integration of spatial cross- 
correlation. Overall, the present distributions were comparable to 
single-point probe measurements in hydraulic jumps (Wang et al., 2014, 
Fig. 8). A common region of relatively small dimensionless turbulent 
length and time scales was observed in Fig. 13 (blue regions), with the 
order of the magnitude (10− 2) being consistent with the data in breaking 
waves (Pedersen et al., 1998), in hydraulic jumps (Wang et al., 2014). In 
this region, the high TKE dissipation rate (Fig. 11) resulted into low 
Kolmogorov length and time scales (η and τη), where η = (ν3/ε)1/4 and τη 
= (ν/ε)1/2 with ν is the kinematic viscosity of the fluid (Kolmogorov, 
1941). The combination of large integral turbulent scales and small 
Kolmogorov scales might facilitate the energy transfer through a short 
inertial subrange, thus resulting into high energy dissipation near the 
roller toe. Note that the present study was not able to estimate Kolmo-
gorov scales, since ν value varied with the void fraction in the air-water 
flow. Furthermore, the turbulent length and time scales tended to in-
crease with an increase in longitudinal distance. In the flow reversal 
region, large time and length scales were observed (orange colour), 
where the coherent structures interacted with free-surface fluctuations 
of low frequencies (Wang, 2014). Further downstream in the roller 
(x-xtoe)/d1/d1 = 4–5, large integral turbulent length scale corresponded 
to small integral turbulent time scale. This might indicate a 
three-dimensional advection of turbulence structures in the breaking 
roller. 

The longitudinal turbulent integral length and time scales were 
approximately twice as large as those in the vertical direction, indicating 
that the large-scale vortices were stretched in the longitudinal direction. 
An alternative turbulent time scale was derived from the auto- 
correlation function of the velocity fluctuations. The comparison be-
tween integral turbulent time scale and auto-correlation time scale 
showed a good agreement (Appendix C). 

5. Discussion 

The turbulence generated at the roller toe had significant impacts on 
the bubble dynamics in the breaking roller, including bubble advection, 

bubble size-distributions, bubble breakups and bubble coalescences. A 
discussion between present turbulence data and existing air-water 
properties is thus developed, attempting to link turbulence to the bub-
ble dynamics in the breaking roller. 

5.1. Vorticity and bubble clustering 

The ultra-high-speed videos highlighted that the large-scale vortical 
structures entrapped bubbles, and advected them downstream. The 
interaction between the turbulent vortices and air bubbles led to a non- 
random bubble grouping by inertia forces, namely bubble clustering 
(Sene et al., 1994). There are limited experimental data on bubble 
clustering in breaking bores (Leng and Chanson, 2019b). On the other 
hand, several experimental works provided detailed bubble clustering 
properties in hydraulic jumps (Wang et al., 2015). Although the inves-
tigation of air-water properties in breaking bores was not the focus of the 
present study, the consistent trends between the present vorticity data in 
breaking bores and the clustering data in hydraulic jumps are worth to 
discuss. Wang et al. (2015) showed that both number of bubble clusters 
and average number of bubbles in clusters exhibited marked peaks 
immediately downstream of the roller toe, and decreased with 
increasing longitudinal distance. These findings were consistent with the 
present vorticity distributions in Figs. 11a–1. In the shear layer, the 
longitudinal decrease in the percentage of bubbles in clusters (Cha-
chereau and Chanson, 2011) was similar with the trend of the maximum 
vorticity (Figs. 11a–2). 

5.2. Dissipation rate and bubble size distributions 

The violent air-water flow motion in the breaking roller dissipated a 
portion of the total dissipated energy, as much as 15–30% for vortex 
advection (Sawaragi and Iwata, 1974), 40% and 50% for 
bubble-turbulence and bubble-bubble interplay (Lamarre and Melville, 
1991). Several studies showed a link between turbulent dissipation and 
bubble size distributions (Hinze, 1955; Lasheras et al., 1999a,b; Garrett 
et al., 2000). Herein, the Hinze scale (Hinze, 1955), defined as the 
minimum bubble size which bubbles no longer break down by turbu-
lence due to surface tension, was estimated based upon the maximum 
dissipation rate of the vertical profiles: 

DH =C
(σ

ρ

)3/5
εmax

(− 2/5) (11)  

where C = 0.725 is a constant, σ and ρ are the surface tension and water 
density respectively. The Hinze scale data are presented in Fig. 14. The 
Hinze scale decreased immediately downstream of the roller toe, and 
increased with increasing longitudinal distance. Despite the intrinsic 
limitation of Equation (11) (Hinze, 1975, p. 394), the present findings 
were consistent with previous data (Witt et al., 2018). The current 
smallest Hinze scale was 4.4 mm at (x-xtoe)/d1 = 0.35, larger than that of 
Mortazavi et al. (2016) (DH = 2.4 mm). 

Hinze (1955) indicated that 95% of air mass was contained in the 
bubbles with the diameter smaller than DH. The present largest Hinze 
scale was 10.92 mm, consistent with 95% of bubble chord length dis-
tribution (Lch,95) in a breaking bore roller by Leng and Chanson (2019b). 
Furthermore, the present Hinze scale data were compared to existing Lch, 

95 data in hydraulic jumps (Chachereau and Chanson, 2010, 2011; 
Wang, 2014) at the same location in Table 3. The comparison showed a 
reasonable agreement between present and existing bubble size data, 
although the data of Chachereau and Chanson (2010,2011) showed a 
relatively larger maximum bubble size immediately downstream of the 
roller toe. Their large maximum bubble size might be associated with 
the presence of large air pockets entrapped at the roller toe. In Table 3, 
the Lch,95 data were independent on the Froude number. 

Fig. 12. Vertical profiles of turbulence kinetic energy dissipation rate at 
different longitudinal locations, in comparison with the DNS data (Mortazavi 
et al., 2016). 
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6. Conclusion 

The current study presents an experimental study of a breaking bore 
for a Froude number Fr1 = 2.15 and Reynolds number Re = 2.3 × 105, 
with a focus on the breaking roller. The flow field was recorded using an 

ultra-high-speed video camera, sampled at 22,607 fps with full HD 
resolution. The high-speed videos were subsampled to 11,303 fps based 
upon a sensitivity analysis, and post-processed using an optical flow 
(OF) technique to obtain the instantaneous velocity fields. A synchro-
nisation technique was developed, and the ultra-high-speed video re-
cordings were repeated 23 times, thus enabling ensemble statistical flow 
properties over 24,300 frames. The present results were compared to 

Fig. 13. Ensemble-averaged integral turbulent scales based on 23 videos- (a): longitudinal integral turbulent length scale; (b): longitudinal integral turbulent time 
scale; (c): vertical integral turbulent length scale; (d): vertical integral turbulent time scale. 

Fig. 14. A conservative estimation of Hinze scale using the maximum TKE 
dissipation rate data of vertical profiles. 

Table 3 
Comparison between the present Hinze scale and previous chord length data.  

References Fr1 Locations Existing 
data 
Lch,95 

[mm] 

Present data 
DH [mm]  

3.1 (x-xtoe)/d1 = 0.90; 
y/d1 = 1.23 

>10 6.47 

Chachereau and 
Chanson 

3.1 (x-xtoe)/d1 = 1.70; 
y/d1 = 1.14 

>10 6.89 

(2010, 2011) 3.1 (x-xtoe)/d1 = 3.41; 
y/d1 = 1.46 

8–9 7.82  

3.8 (x-xtoe)/d1 = 1.81; 
y/d1 = 1.14 

>10 8.04  

3.8 (x-xtoe)/d1 = 3.61; 
y/d1 = 1.21 

9–10 10.08 

Wang (2014) 5.1 (x-xtoe)/d1 = 4.15; 
y/d1 = 1.35 

6.75–7 8.57  
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existing data obtained in breaking bores, in hydraulic jumps based upon 
a quasi-steady flow analogy and in breaking waves. 

Based on the ensemble-averaged velocity fields, the breaking bore 
roller was classified into three regions, namely the impinging region, 
developing shear layer and flow reversal region. The ensemble-averaged 
velocity data compared well with DNS results in a stationary hydraulic 
jump, and the velocity vector field agreed with the vector fields in 
breaking waves and a swash zone bore. A self-similarity of the ensemble- 
averaged longitudinal velocity was found by scaling using the width of 
the shear layer. 

The ensemble-averaged Reynolds stress data showed that the longi-
tudinal component (vxvx) was twice as large as other components (vzvz 
and vxvz) next to the roller toe ((x-xtoe)/d1 < 2.0), indicating an aniso-
tropic turbulent flow in this region. The stress data quantitatively agreed 
well with existing data in hydraulic jumps and breaking bores. Away 
from the roller toe, the stress components tended to approach isotropic 
conditions with increasing distance from the roller toe. The Reynolds 
stress profiles did not hold self-similarity, and they were best fitted by a 
power function. The high vorticity data next to the roller toe corre-
sponded to the vortex generation by the breaking events, leading to 
some vortex-shedding further downstream. The turbulent kinetic energy 
dissipation rate was estimated using the velocity fluctuation data. The 
physical dimension and duration of coherent structures in the x-z plane 
were characterised in terms of the integral turbulent length and time 
scales. Both length and time scale data in the developing shear layer and 
next to the roller toe were at least one order of magnitude smaller than 
data in other regions, corresponding to the rapid evolution of the Kelvin- 
Helmoltz-type vortices. The large time and length scales in the flow 
reversal region might relate to some vortices coupling with the free- 
surface fluctuations of low frequency. 

A discussion was developed linking the turbulence measurements 
with the air-water flow properties. The present vorticity data exhibited 
consistent trends with previously reported bubble clustering properties. 
Hinze scale data, representing the maximum bubble size, were derived 

using the dissipation rate data. The results compared well with the 
bubble chord length distributions in previous studies. 

Overall, this study leads to a better understanding of the unsteady 
turbulent processes in a breaking bore roller. The comparison of present 
and existing data suggested similar physical processes in air-water flow 
region among the tidal bore, hydraulic jump, swash zone bore and 
breaking wave. The present study was limited to a two-dimensional 
turbulence analysis, while three-dimensional flow properties need to 
be further examined in the future. A meaningful extension of the work 
would use an array of phase-detection probes to obtain the ensemble- 
averaged turbulence and air-water measurements based on numerous 
repetitions. 
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Appendix A. Measurement accuracy 

A-1 Optical flow 

The OF parameters played important roles on the results, thus a sensitivity analysis was required to obtain suitable values. However, there was a 
lack of validation dataset in the breaking bore from the literature, owing to the inherent difficulties for measuring flow properties in aerated air-water 
flows experimentally. Therefore, the sensitivity analysis was conducted in a steady plunging air-water jet, and the details are presented in the Sup-
plementary Material. 

A-2 Synchronisation 

The position of the roller toe detected by the synchronisation technique was crucial for the estimation of turbulent properties. To examine the 
impacts of the synchronisation process on the results, the roller toe positions were manually tracked based on the brightness data induced by the 
sudden increase water level at bore front. The comparisons between manual tracking and image-based technique are presented in Figure A-1, showing 
a good agreement. Furthermore, the synchronisation might be critical near the roller toe, where velocity in gradients were large and integral length 
and time scales were small. Thus, the ensemble-averaged flow properties were obtained near the roller toe (x-x1)/d1 = 0.5, using the roller toe po-
sitions of both manual and automatic tracking, as presented in Figure A-2. Overall, the data exhibited a good agreements between image-based and 
manual synchronisations. 
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Fig. A-1. Comparisons between roller toe positions using image-based and manual detections for three ultrahigh-speed videos.  

Fig. A-2. Dimensionless ensemble statistics using the roller toe positions of image-based and manual detections: (a) longitudinal velocity profiles; (b) normal 
Reynolds stress in longitudinal direction (c) TKE dissipation rate. 1 100 frames from 1 video were used for ensemble averaging. 

A-3 Number of frames 

A sensitivity analysis was conducted to investigate the impact of the number of frames on the ensemble statistics. The ensemble-averaged velocity 
fields using 100, 1,000, 10,000, 15,000, 20,000 and 23,000 frames are presented in Figure A-3, where (e) and (f) exhibited almost no differences. This 
suggested a minimum number of 20,000 frames for ensemble-averaging. 

Violent flow motions were obtained from the high-speed videos, leading to constantly varied bore shape. At a location near the free surface, there was 
sometimes no flow. To avoid wiping off the turbulence information, only the pixels that had the flow was taken for ensemble-averaging, which resulted into 
less used frames near boundaries of aerated region. Figure A-4 showed that at least 15,000 frames were used near the averaged air-water flow boundaries.

Fig. A-3. Sensitivity analysis on the number of frames used to compute ensemble-averaged longitudinal velocity distributions, where f means frames. 
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Fig. A-4. Distributions of the number of frames used for ensemble statistics, based on 23,000 frames.  

Appendix B. Vertical velocity comparison 

Further comparison of the vertical velocity was done between the present data and the BIV results in stationary hydraulic jump with Fr1 = 4.51 (Lin 
et al., 2012). Unexpectedly, the comparison highlighted a good agreement for the vertical profiles at the same dimensional longitudinal positions, 
though the two studies had different flow conditions (Figure B-1). This suggested that the vertical motion was independent on the flow conditions.

Fig. B-1. Comparison of vertical velocity profiles between the present study and profiles obtained from BIV measurements at the same dimensional longitudinal 
positions while the Froude number are different. 

Appendix C. Integral turbulent time and length scales 

C-1 Presentation 

For a time series of a velocity fluctuation component vi(t), the normalised auto- and cross-correlation function Rix was defined as (Pope, 2000): 

Ri(τ)= ‖vi(t)vi(t+ τ)‖ (C-1)  

Si,i(τ)=
⃦
⃦vi,n(t)vi,m(t+ τ)

⃦
⃦ (C-2)  

where vi,n(t) and vi,m(t) are the velocity fluctuations at longitudinal locations m and n respectively, τ is the time lag, and operator || || means a 
normalisation process. Figure C-1 presents a typical example of longitudinal velocity fluctuation signals, auto-and cross-correlation functions. The 
auto- and cross-correlation time scales were calculated as (Figure C-1b and c): 

Ti,R =

∫τ(Ri=0)

0

Ri(τ)dτ (C-3)  

Ti,S =

∫τ(Si,i=0)

τ(Si,i=(Si,i)max)

Si,i(τ)dτ (C-4) 

The integral turbulent length scales represents the dimension of the coherent turbulent structures (Hinze, 1975). The cross-correlation function of 
vi(t) signals at two points with a separation distance ΔLi, where i = x and z, provided the integral turbulent length scale (Figure C-2). The maximum 
cross-correlation coefficient (Si,i)max can be written as a function of the separation distance, and the longitudinal and vertical integral turbulent length 
and time scales were calculated as: 
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Li,i =

∫
ΔLi((Si,i)max

=0)

0

(
Si,i

)

maxd(Δdi) (C-5)  

Ti,i =
1

Li,i

∫
ΔLi((Si,i)max

=0)

0

(
Si,i

)

maxTi,Sd(Δdi) (C-6)  

Fig. C-1. Typical example of longitudinal velocity fluctuation signal and its normalised auto- and cross-correlation functions at (x-xtoe)/d1 = 0.38 (near the roller toe) 
and z/d1 = 1.0: (a) velocity fluctuations as a function of time lag; (b): auto-correlation function; (c): cross-correlation function between (x-xtoe)/d1 = 0.38 
and 0.39. 

Figure C-3 illustrates a typical example of integral length scale calculation based on the present experimental data. The maximum cross-correlation 
coefficient as a function of the separation distance might have a long “tail” with an increase in separation distance, and might increase after a 
consequent delay. In such cases, the integration stopped at the first maximum cross-correlation coefficient less than 0.2 if the next five maximum cross- 
correlation coefficients ranged between 0.1 and 0.2, or if the next five maximum cross-correlation coefficients provided a positive average gradient. 
Then the integration included the area of a small triangle, based on the average decreasing gradient (green shaded triangle in Figure C-3b).

Figure C-2. Illustration of longitudinal and vertical separation distances used for integral turbulent length and time scales.  

Fig. C-3. Illustration of integral turbulent time scale - (a): cross-correlation functions with an increase in longitudinal separation distance ΔLx; (b): maximum cross- 
correlation coefficient as a function of longitudinal separation distance. Reference pixel location: (x-xtoe)/d1 = 1.1 and z/d1 = 1.0. 

C-2 Auto-correlation time scale 

The auto-correlation time scale represented a typical lifespan of turbulent structures, and was calculated using Equation C-3. The longitudinal and 
vertical auto-correlation time scales are presented in Figure C-4. In the developing shear mixing layer region, the auto-correlation time scale data were 
one order of magnitude less near the roller toe than in other regions, with an increase with increasing longitudinal distance. The finding hints small 
turbulence structures formed at the roller toe, and paired while being advected downstream. The smaller turbulence structures were expected to 
dissipate larger amount of turbulence kinetic energy, consistent with the results shown in Fig. 11. Large auto-correlation time scale data were observed 
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in the flow reversal region. The difference between the auto-correlation time scales of vx and vz suggested that the advection of turbulent structures 
was a three-dimensional process in the breaking roller. Both auto-correlation time scale and integral turbulent time scales were in the same order of 
magnitude, and shared some common trends. Small differences were observed, likely linked to the different definitions.

Fig. C-4. Ensemble-averaged auto-correlation time scales based on 23 videos - (a): longitudinal velocity component; (b): vertical velocity component.  
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1.  Presentation 
Since there is no existing validation dataset for the sensitivity analysis on the optical flow (OF) 
parameters, a series of validation tests were performed in a steady plunging jet flow. A plunging jet is 
defined as a liquid jet impinging into a slower liquid body, with the occurrence of air entrainment, large-
scale coherent structures and vortex advection (Van de Sande and Smith, 1973). The experiments were 
conducted in a large-scale vertical supported planar jet at the University of Queensland. The facility 
consisted of rectangular jet nozzle and a glass water tank. The water was supplied from a constant head 
tank, and was issued from the two-dimensional nozzle, discharging into a receiving pool. Figure 1 
shows the experimental set-ups, previously used by Bertola et al. (2018) and Shi et al. (2018). The 
camera system was identical to the one in the breaking bore, including the Phantom v2011 ultra-high-
speed camera, a Nikkor 50 mm f/1.4 lens and a high-intensity LED array. 23,000 frames were used to 
obtain time-averaged velocities by the CNL OF technique, with the frame rate of 11,303 fps. The flow 
conditions are summarised next to the Figure 1 

 

V1 [m/s] 2.50 
V0 [m/s] 1.82 
Q [m3/s] 0.0059 

x1[m] 0.15 
d1 [m] 0.0087 

Re 24,511 
V1: impact velocity; V0: jet 
nozzle velocity; Q: water 
discharge, x1: jet length; d1 
clear-water jet thickness at 
impact; Re: Reynolds number. 

Figure 1. Experimental set-up, flow visualisation and flow conditions in a steady plunging air-water jet.  

2. Sensitivity analysis 
Different OF parameters were selected, including the neighbourhood size N = [5×5, 10×10, 20×20], 
frame rate fs = [1,000, 5,000, 11,300] and pyramid level lp = [1, 4, 7]. All the combinations of these 
parameters were tested, encompassing 27 test cases. Figure 2 presents the time-averaged longitudinal 
velocity profiles at different longitudinal locations. Note that only 8 cases are shown in Figure 2 for a 
better visualisation. Overall, the data showed that OF parameters significantly impacted on the velocity 
values. The OF profiles were compared to the air-water velocity data of Shi et al. (2018), collected 
under the same flow conditions. The comparison suggested two cases of suitable parameters: (1) N = 
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5×5 pixels, fs = 11,300 fps and lp = 7; (2) N = 15×15 pixels, fs = 5,000 fps and lp = 1.  However, the 
sensitivity analysis on the number of frames showed at least 20,000 frames used to obtain a consistent 
velocity field, which could not be achieved with the Case 2 with 5,000 fps. Thus, Case 1 was adopted 
in the present study. 

 

Figure 2. Sensitivity analyse of neighbourhood size N (px means pixels), frame rate fs and number of 
pyramid levels Lp - Comparison to air-water velocity data (Shi et al., 2018). 
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