
Flow Measurement and Instrumentation 72 (2020) 101710

Available online 19 February 2020
0955-5986/© 2020 Elsevier Ltd. All rights reserved.

On optical flow techniques applied to breaking surges 

Rui Shi, Xinqian Leng, Hubert Chanson * 

The University of Queensland, School of Civil Engineering, Brisbane, QLD 4072, Australia   

A R T I C L E  I N F O   

Keywords: 
Breaking surges 
Unsteady turbulence 
Air-water flow 
Optical flow techniques 
Roller region 

A B S T R A C T   

Surface wave breaking is a challenging two-phase flow process which plays an important role in numerous 
physical processes. A highly-turbulent unsteady breaking surge was investigated experimentally in a large fa-
cility, and substantial aeration occurred in the roller. The application of three optical flow techniques (Lucas- 
Kanade, Horn-Schunck and Farnback) to the air-water region was tested. The results indicated that the Farnback 
technique provided most accurate results, although some misleading results could be obtained near the air-water 
boundaries of the roller. The bore generation by a rapid gate closure showed a highly-unsteady complicated 
velocity field, with substantial free-surface deformations, wave breaking and formation of large coherent 
structures before the surge detached from the gate. Further upstream, the surge propagated as a hydraulic jump 
in translation and the data showed a marked shear region with a recirculation zone above, showing air-water 
flow features comparable to stationary hydraulic jumps. The upper and lower bounds of air-water flow region 
yielded data implying an air-to-water velocity ratio about 4–5 for a Froude number Fr1 ¼ 2.1.   

1. Introduction 

In the field of monophase flow measurements, limited works have 
been done using the optical flow technique. The optical flow may be 
defined as the apparent motion between consecutive images, and the 
physical meaning of the optical flow data depends on the projective 
nature of the moving objects in camera field of view. Qu�enot et al. [1] 
first applied the optical flow using dynamic programming to particle 
image velocimetry (PIV), obtaining a more accurate velocity field with 
improved spatial resolution. Further developments [2–4] compared the 
optical flow results to fluid mechanics measurements, validating the 
technique in incompressible turbulent flow, and yielding detailed ve-
locity fields. Recently physics-based optical flow techniques were 
reviewed in the context of monophase flows [5]. 

The optical flow approach is less well-known in the hydraulic engi-
neering and multiphase flow communities, despite the intrinsic limita-
tions of monophase flow metrologies (ADV, LDA, PIV) in highly aerated 
flow. Some limited work was developed in steady air-water flows on 
stepped chutes [6–8]. Zhang and Chanson [8] experimentally validated 
the velocities obtained from the optical flow techniques using an 
intrusive dual-tip phase-detection probe in aerated stepped spillway 
flows. 

Wave breaking at the surface of oceans, lakes and rivers, is a chal-
lenging two-phase flow process which plays an important role in 

numerous physical processes. Owing to the complexity of the two-phase 
turbulence in a breaker, theoretical models of wave breaking have 
typically relied on simplifying assumptions related to the bulk charac-
teristics of the flow [9]. The flow may be modelled as a mixing layer [10] 
or in analogy with a hydraulic jump [11,12]. The details of the turbu-
lence structure are lost in such bulk approximations. The knowledge of 
the highly fluctuating and aerated roller region would bring fruitful 
insight in the dynamics of the breaking surge. The temporal evolution of 
this region is a pre-requisite to get a better description of the 
time-variations of the air bubble entrapment and energy dissipation [9]. 
Physical modelling could provide details of the wave breaking at the 
millimetric to sub-millimetric scales, although most works are restricted 
to clear-water conditions, e.g. beneath the initial free-surface or near the 
incipient conditions for breaking [13,14]. 

Breaking surges may be analysed theoretically, experimentally in 
laboratory and the field, and numerically. Analytical solutions have 
been developed based upon 1D solutions since [15,16]; and include 
Benjamin and Lighthill [17] and Peregrine [18] among a few. Numerical 
CFD computations are limited, with the exception of the works of Simon 
[19] in undular bores and Khezri [20] and Leng [21] in breaking surges. 
A pertinent review is Leng et al. [22]. Experimental studies were origi-
nally focused on the free-surface properties (Bazin 1965, [23,24]. Un-
steady turbulence measurements were undertaken during the last 20 
years, both in laboratory [13,14,25] and in field tidal bores [26,27]. 
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Fig. 1. Sketch and photographs of the experimental facility and breaking surge, with bore propagation from right to left - Flow conditions: Q ¼ 0.101 m3/s, Fr1 ¼ 2.1, 
steady flow motion from left to right - (A) Distorted-sketch of the experimental facility; (B) Sketch of top view on experimental setup; (C) Side-view of the bore 
generation by rapid gate closure (shutter speed: 1/1000 s); (D) Details of the camera in-focus zone next to the sidewall, viewed in elevation. 
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Air-water flow measurements in breaking surges have only been con-
ducted in the last few years [28,29]. 

It is the aim of the present study to investigate the application of 
optical flow techniques to the highly-turbulent air-water roller of un-
steady breaking surge. This is achieved by applying different optical 
flow techniques and examining their performance in terms of angular 
error. The results delivers a novel, comprehensive characterisation of 
the turbulent two-dimensional velocity fields of the propagating 
breaking roller. 

2. Experimental methods, facility and instrumentation 

2.1. Experimental setup 

A series of physical experiments were conducted in a 19 m long and 
0.7 m wide rectangular tilting flume. The channel was made of glass 
sidewalls and smooth PVC bed. Fig. 1 shows sketches and photograph of 
the experimental facility and apparatus. The water discharge was sup-
plied by two electronically controlled pumps, with the maximum 
discharge of 0.101 m3/s. The water initially passed an upstream intake 
tank equipped with baffles, flow straighteners and a smooth three- 
dimensional convergent. A fast closing Tainter gate was located at the 
downstream end of the channel at x ¼ 18.06 m (Fig. 1C), where x is 
measured from the upstream end of the channel. The Tainter gate was 
rapidly closed to generate the positive surges propagating upstream. The 
duration of the gate closure was within 0.15 s to minimize any impact of 
the gate on the characteristics of the surges. Downstream of the gate, a 
free overfall discharged the water into an underground tank. 

2.2. Instrumentation 

The water discharge was measured by a magneto flow meter with an 
accuracy of 10� 5 m3/s. The free surface profile and free surface fluctu-
ations were measured non-intrusively using nine acoustic displacement 
meters (ADMs), including a MicrosonicTM Micþ35/IU/TC unit located 
immediately downstream of the Tainter gate at x ¼ 18.06 m (seen in 
Fig. 1B) and eight MicrosonicTM Micþ25/IU/TC units located upstream 
of the Tainter gate at x ¼ 1.0 m, 4.0 m, 7.0 m, 8.5 m, 10.0 m, 12.5 m, 
16.5 m and 17.5 m. Their accuracies were within 0.18 mm. All the ADMs 
were mounted with the sensors above the channel centreline, facing 
towards the invert, and they were calibrated against point gauge mea-
surements in steady flows, and sampled at 200 Hz. 

Detailed breaking roller features and optical flow properties were 
recorded using a Phantom v2011 ultra-high-speed video camera, 
equipped with a Nikkor 50 mm f/1.4D lens. The camera was installed 

beside the channel and recorded the air-water flow through the glass 
sidewall (Fig. 1B). The camera was able to record single-channel 12-bit 
images in full HD resolution of 1280 � 800 pixels with a maximum of 
22,607 fps. The camera lens was set with a large aperture (f/1.4) and 
focused on the flow about 4 mm from the sidewall, with a depth of field 
(DOF) of 4 mm (Fig. 1D). A LED array (6 � 4 bulbs) provided the lighting 
on the experimental sampling location. The light intensity was modified 
by placing translucent light diffuser, to keep the light intensity as uni-
form as possible. The exposure time was adjusted to ensure adequate 
illumination throughout the videos. The high-speed video movies were 
transferred into 8-bits bitmaps for data analyses. The converted videos 
were post-processed using MATLAB to obtain the two-dimensional ve-
locity field, shear layer and free surface profiles of the breaking roller 
(see below). The lens distortion of the images was checked and corrected 
by the Camera Calibration Toolbox implemented in MATLAB R2018a. 
Further flow patterns were photographed using digital cameras CasioTM 

EX-10 Exilim, AppleTM iPhone X, and a dSLR PentaxTM K-3. 

3. Optical flow techniques and image processing algorithms 

3.1. Presentation 

The optical flow estimation, developed from computer vision scien-
tists, is used to detect the apparent motion in the image plane that is 
induced by a projection of the objects in the three-dimensional space. 
The optical flow is based on the brightness constancy assumption that 
the image brightness intensity remains invariant along a sequence of 
images. The brightness equations are not directly derived from fluid- 
mechanics-based principles, and therefore the results obtained from 
the optical flow need to be validated against experimental results. 

During the 1980s, many techniques for estimating optical flow have 
been proposed, mainly including four classes: the differential techniques 
[30–32], region-based matching techniques [33,34], energy-based 
techniques [35] and the phase-based techniques [36,37]. Barron et al. 
[38]evaluated the performance of these techniques and compared with 
the experimental results, indicating that the most reliable techniques 
were the local differential technique of Lucas and Kanade, and local 
phase-based technique of Fleet and Jepson. 

From last two decades, the majority of start-of-art optical flow 
techniques are inspired from the original work of Horn and Schunck, so 
called variational techniques. They solved the energy minimization 
function with brightness data and spatial smoothness data. For these 
variational optical flow approaches, it is vital to separately talk about 
the function that formulates the brightness data (i.e. the technique), and 
the optimisation algorithm applied to minimize the assumptions in the 

Table 1 
Key equations in three optical flow techniques.  

description Equation  
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HS governing equation  
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FB governing equation  
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Notes: BBC means brightness consistency constrains. Appendix A presents detailed illustrations of above equations. 
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function (i.e. the method). Although the governing formulations of these 
techniques have not been significantly updated, the accuracies continue 
to be improved by different optimisation methods, as presented by the 
Middlebury optical flow benchmark [39]. The coarse-to-fine methods 
are commonly used to compute large-displacement optical flow [40,41]. 
The high order constancy assumptions minimize the impact of lumi-
nance changes [42–44]. Spatial filtering and temporal filtering me-
chanics can remove electronic noise and impulse from the camera, 
extracting the global two-dimensional motion [45]. 

3.2. Optical flow techniques 

In the present study, three optical flow techniques, namely the Horn- 
Schunk (HS) [30]; Lucas-Kanade (LK) [31] and Farneback (FB) [46,47] 
algorithms, were applied to obtain two-dimensional velocity fields in the 
highly aerated breaking surges. The reader is referred to Appendix A for 
more details about the three optical flow techniques. 

Based on the approach of governing equations, the three techniques 
may be classified into (1) global technique that solve a minimization 
problem of the global energy functional, i.e. the HS technique, and (2) 
local approaches which assume a similar behaviour of the brightness 
intensity in a local neighbourhood and optimise energy-like expression, 
i.e. the LK and FB techniques [48]. The assumption within a neigh-
bourhood in the local approaches (e.g. LK technique) enables a rela-
tively high robustness to noise, but does not provide dense 
(pixel-by-pixel) optical flow fields. On the other hand, global approaches 
(e.g. HS technique) yield dense optical flow fields, but they are more 
sensitive to noise [38], because of the compromise between the regu-
larisation parameter and details of the optical flow fields. The Farneback 
technique aims to combine the local and global approaches, by 
computing a dense optical flow field using adaptive polynomial co-
efficients in a local neighbourhood. The key equations of the three 

techniques are listed in Table 1: 
Both the LK and HS techniques are based on the brightness constancy 

constraint assumption, as illustrated in Equation (1) (Table 1). Addi-
tional constrains are required to address the indeterminacy of Equation 
(1). Lucas and Kanade [47] assumed small and constant displacement 
within local neighbourhood between two adjacent frames, and solved 
the optical flow fields by the linear least squares criterion. A key part is 
the invertibility of the system matrix in Equation (2) (Table 1). These 
local neighbourhoods with small eigenvalues of the system matrix result 
in non-dense optical flow fields. On the other hand, the single least 
criterion of the system matrix implicitly indicates a normal distribution 
of the image errors with a zero mean, implying a higher robustness to 
noise. Alternatively, Horn and Schunck [30] computed dense flow fields 
by proposing a smoothness constraint to formulate a minimiser of the 
global energy, (Equation (3), Table 1). The regularisation parameter α in 
Equation (3) is the ratio of the smooth errors to the errors in the 
brightness constancy constraint assumption, and its value needs to be 
carefully selected. A larger value of α leads to a more robust method for 
the large gradients of the brightness intensity, resulting in a smoother 
flow field. Further increase in the value of α will eventually address the 
large gradients due to image noise, but with some losses of details in the 
gradually varied gradient regions. A suitable regularisation parameter 
needs to consider both aspects, thus more sensitive to noise than the LK 
technique [38,48]. A clear advantage of the HS technique is the dense 
optical flow fields. The regularisation term in Equation (3) can fill the 
gap at the locations with the brightness constancy constraint term 
approximately equal to zero. The Farneback technique assumes slowly 
varied displacement field, resulting in an over-smoothed optical flow 
field. Its dense displacement field represents exact polynomial trans-
forms of the brightness intensity, and is highly regarded in terms of 
accuracy and computational efficiency. Table 2 presents a brief sum-
mary of the three techniques. 

Table 2 
Summary of the optical flow techniques.  

Technique Assumption Pros Cons 

LK Brightness constancy constraint 
Constant local optical flow fields 
Small displacement in motion 

High robustness to noise Non-dense flow fields 

HS Brightness constancy constraint 
Global smoothness constraint 
Small displacement in motion 

Dense flow fields Sensitive to noise 

FB Small displacement in motion Relatively high accuracy, Dense flow fields Over-smoothed flow field  

Fig. 2. Image pyramidal implementation.  
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All three optical flow techniques were combined with image pyra-
midal implementation to handle the large displacement. The pyramid is 
a multi-resolution method to repeatedly subsample and smooth the 
image. One of the common coarse-to-fine pyramids is the Gaussian 
pyramid. Fig. 2 presents the principle of multi-resolution pyramids. A 
pyramid scale was used to obtain an n-level pyramid. For example, if the 
scale is equal to 0.5, the image of the n-1 level of the pyramid is down- 
sampled to form the image of the n level of the pyramid, with the res-
olution reduced by half of the image of the preceding level. The optical 
flow algorithms were applied in the lowest resolution level to obtain 
initial vector field, which was bilinearly interpolated to act as the initial 
value of the new interactive refinement in the lower level. For detailed 
discussion on the image pyramid, the reader is referred to the works of 
Adelson et al. [42], Anderson et al. [49] and Burt [50,51]. 

In the present study, the brightness constancy constraint was 
assumed to be valid. Brightness variations however occurred during the 
passage of the breaking bores, thus resulting in certain inaccuracies of 
the optical flow. The different techniques were tested in terms of un-
certainty by translating air-water flow images with a constant known 

translation speed (section 6.1). The entire velocity field was thus known 
and the calculated flow fields were compared. To obtain a representative 
turbulent velocity field, an ensemble-averaged technique was applied to 
the optical flow results. One level of pyramid was selected to detect the 
large displacement herein, because of the ultra-high sampling rate 
(22,607 fps). 

3.3. High-speed video synchronisation 

The propagation of breaking bore is a highly turbulent and three- 
dimensional process. Owing to the turbulent nature, time-averaged 
unsteady flow properties are not meaningful in such highly turbulent 
flow, and the ensemble-averaged technique is adopted to characterise 
the flow properties. This subsection will introduce a novel algorithm on 
the synchronisation of the side-view high-speed video images, based 
upon the brightness intensity data, as illustrated in Fig. 3. 

A novel approach has been to follow the bore roller, using the bore 
roller toe as reference. As a first step, all the images were shifted in such 
a fashion that the bore roller toe was always at the same (x, z) location in 

Fig. 3. Detection of the side-view high-speed video pictures - Initial flow from left to right, with breaking surge propagation from right to left - Flow conditions: Q ¼
0.101 m3/s, Fr1 ¼ 2.1, window size: 0.51 m long and 0.31 high. 

Fig. 4. Example of free surface detection algorithm - (A) original image from high-speed video; (B) new image obtained using subtraction of the original image and 
smoothed original image with a Gaussian kernel (C) filtered image gradients of image B; (D) detected free surface, with the original image plotted as a reference. 
Initial flow from left to right, with breaking surge propagation from right to left - Flow conditions: Q ¼ 0.101 m3/s, Fr1 ¼ 2.1. 
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the ‘synchronised’ images: i.e., it was located at the 150th pixel (origin 
at top-left corner) near the left-edge of the image planes (Fig. 3). A small 
detection window of 50 � 50 pixels was extracted from the image plane, 
with the left edge located at the 150th pixel. The bore arrival induced an 
increase in brightness intensity and spatial gradients in the detection 
window. The bore was detected based on a double threshold technique: 
(1) the sum of the brightness intensity of the first column in the detection 
window; and (2) the sum of the spatial gradient magnitude of the 
brightness intensity in the detection window: 
X

Iim2Wi;1

Iim > Cthreshold;1 (5)  

X

Iim2Wi;j

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

I2
x þ I2

y

q

> Cthreshold;2 (6)  

where Wi,1 and Wi,j are the first column and entire data set of the 
brightness intensity in the detection window respectively, Cthreshold,1 and 
Cthreshold are constant values. The spatial brightness gradients were ob-
tained using the Sobel operator: 

Ix¼ Iim

2

4
� 1 0 1
� 2 0 2
� 1 0 1

3

5  and  Iy¼ Iim

2

4
� 1 � 2 � 1
0 0 0
1 2 1

3

5 (7) 

The algorithm started with the first frame, and executed repeatedly 
until the bore front being detected. No adjustment of the two cut-off 
constants for different high-speed videos was required, because of the 
similar behaviour of the surge roller propagation and homogenous 
lighting condition. However, errors might be induced by an increase in 
the brightness intensity caused the reflection of the initial free-surface 
just before the bore arrival. The best solution was to manually check 
the synchronisation in the detection window. 

3.4. Two-dimensional edge detection algorithm on air-water flow region- 
surfaces 

A novel image-processing algorithm was developed to characterise 
the air-water roller region in the longitudinal and vertical plane. The 
algorithm aimed to detect the discontinuities in the image plane, at 
which the image data changed significantly because of the flow motion. 

The algorithm included three parts. The first step was to subtract the 

smoothed original image using a Gaussian smoothing (Appendix A) from 
the original image data to obtain a new image, as shown in Fig. 4. The 
purpose of this step was to remove the background information from the 
original image, minimising the effect of the out-of-plane motion on the 
two-dimensional free-surface detection. In the second step, the spatial 
brightness gradients of the new image were computed using the Sobel 
operator in Equation (7) and filtered by the Median Filter method. The 
latter removed the “salt and pepper” noise that exhibited a Gaussian 
distribution over the image plane. Fig. 4C presents the outcome of the 
second step. In the third step, a single threshold technique was applied 
to detect the discontinuities of the filtered image gradient data. The 
upper and lower bounds of the air-water flow region are plotted in 
Fig. 4D, with the original image presented as a reference. The results 
showed that the detected edges represented well the boundaries of the 
air-water region in the breaking bore. Some droplets and entrained air 
bubble were detected, highlighted as small dots above and below the 
upper and lower bounds respectively. 

Overall, the algorithm was able to extract physically-meaningful 
boundaries of the air-water flow region. The gradient-based edge 
detection algorithm however has several limitations. One concern was 
the subtraction of the Gaussian-smoothed original image data from the 
original image data which cannot remove all the background informa-
tion, resulting in some overestimation of the edges of air-water flow 
region. Also the Median Filter Method interpolated relatively low value 
for the pixels near the edges, that might cause undetectable local 
neighbourhoods on the edge because of a decrease in the edge sharpness. 

4. Visual observations and air-water flow boundaries 

4.1. Presentation 

The surges were characterised by their Froude number Fr1, set using 
different water discharges Q, small channel slope So (<1.5%) and 
Tainter gate opening h after closure. The Froude number of a suge is 
defined as: Fr1 ¼ (V1þU)/(g d1)1/2 where V1 is the initial flow velocity 
positive downstream (Fig. 1), U is the bore translation speed positive 
upstream herein, g is the gravity acceleration and d1 is the initial water 
depth. Visual observations suggested that the surge shape varied 
significantly from different Froude numbers. For Fr1 less than unity, no 
bore was observed. Increasing Fr1 between 1.05 and 1.15 led to an 
undular bore, characterised by a series of quasi two-dimensional 

Fig. 5. Dimensionless ensemble-averaged boundaries of two-phase flow region in breaking bore, based on 23 videos. The image gradient data were plotted on the 
background as a reference. Comparison with ensemble-averaged acoustic displacement meter data recorded at x ¼ 8.5 m. Note the outline of the air-water shear 
layer: dotted line for the upper bound (UB) and dashed line for the lower bound (LB). 
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undulations with small amplitude and large wave length. For 1.15 < Fr1 
< 1.24, the bore was still undular, but lateral shock waves developed 
from the channel sidewall. For 1.24 < Fr1 < 1.40, small breaking roller 
was developed at the first wave crest on the channel centreline, followed 
by a series of gentle and three-dimensional secondary waves. For Fr1 
larger than between 1.40 and 1.60, the breaking roller was fully 
developed across the highly fluctuated bore front, with a rapid increase 
in the free surface and the free surface curved slightly upward in front of 
the bore front. Breaking bores with relatively high bore Froude number 
(Fr1 > 2) were characterised by a highly aerated breaking roller, strong 

turbulent interactions and intense free-surface splashes at the bore front. 
Overall, the basic flow patterns were consistent with previous studies 
[13,52–55]. 

4.2. Air-water flow boundaries 

The dimensionless ensemble-averaged boundaries of air-water flow 
region in the breaking surge are presented in Fig. 5, with the image 
gradient data plotted as a reference. The breaking surge characteristics 
were Fr1 ¼ 2.1 and d1 ¼ 0.097 m. The free surface profile, marked as the 

Fig. 6. Dimensionless ensemble-averaged instantaneous longitudinal and vertical optical flow velocity data using the LK, HS and FB techniques - Flow condition: 
initial flow from left to right, the bore propagation from right to left, x ¼ 8.5 m, Q ¼ 0.101 m3/s, Fr1 ¼ 2.1, 23 high-speed videos. 
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upper bound of the air-water region, showed that the breaking bore 
roller formed immediately downstream of the discontinuity in water 
level. With an increasing horizontal distance from the roller toe, the 
ensemble-averaged free surface data showed a relatively rapid increase 
in free-surface elevation up to (x-xtoe)/d1 ¼ 1.5, followed by a slower 
rate raise to the conjugate depth at (x-xtoe)/d1 ¼ 4.0. The free-surface 
profile data compared favourably with the ensemble-averaged acous-
tic displacement meter (ADM) data, although the latter was recorded at 
a fixed location on the channel centreline. The lower bound of the air- 
water roller region, formed at the roller toe, broadened the air-water 
flow region until (x-xtoe)/d1 ¼ 2.8. The broadening of the air-water re-
gion immediately downstream of the breaking roller toe suggested a 
convective transport of entrained air bubbles in the turbulent shear 
layer. Further downstream, the lower bound of the air-water region 
tended to ascend towards the free surface, linked to the de-aeration 
process of the air-water region by buoyancy. For 0 < (x-xtoe)/d1 < 2.8, 
the shape of the lower bound was consistent with the lower extent of the 
main shear layer in stationary hydraulic jump [56,57]. 

A key feature of the breaker surge was the spatially growing shear 
layer entraining an unequal amount of air and water in the roller itself. 
Based upon the geometrical properties of the large-scale air-water flow 
structures, the entrainment ratio and growth of the turbulent mixing 
may be argued [56,58]. From the ensemble-averaged data (Fig. 5), the 
upper and lower bounds of air-water flow region were best correlated 
by: 

yUB
d1
¼ 0:491

x � xtoe
d 1

þ 0:91 0 <
x � xtoe
d 1

< 1:5 (8)  

yLB
d1
¼ � 0:084

x � xtoe
d 1

þ 0:88 0 <
x � xtoe
d 1

< 1:5 (9)  

where x is the longitudinal distance measured from the upstream end of 
the channel, xtoe is the longitudinal distance of roller toe, d1 is the initial 
water depth (Fig. 1A), yUB and yLB are the vertical distances of upper and 
lower bounds. Equations (8) and (9) are drawn in Fig. 5. In the present 
study, the two positive angles of shear-layer edges, denoted as α1 and α2, 
were equal to 5� and 26.15� respectively. The data were close to the 
observations of Hoyt and Sellin [56] in a small-scale hydraulic jump 
without air entrainment. The volume-entrainment ratio may be defined 
as: 

Ev¼
tanα1

r tanα2
(10)  

where r is the ratio of air velocity to water velocity immediately prior to 
the roller toe [58]. Leng and Chanson [29] recorded the longitudinal 
variations of depth-averaged void fraction in the breaking surge. Their 
results showed a decreasing mean void fraction with increasing distance 
from the roller toe, and their data yielded a spatial-averaged vol-
ume-entrainment ratio Ev of 0.045 for 0 < (x-xtoe)/d1 < 1 and 0.029 for 
0 < (x-xtoe)/d1 < 1.5. Based upon the observed shear-layer edges 

Vx/V1 + (x-xtoe)/d1

z/
d 1

Vz/V1 + 0.3 (x-xt)/d1

z/
d 1

Fig. 7. Ensemble-averaged instantaneous velocity profiles for different optical flow techniques at longitudinal locations: x – xtoe ¼ 0, 1.0, 2.0, 3.0, 4.0 and 5.0.  
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(Fig. 5), Equation (10) would imply a ratio r of air velocity to water 
velocity before the bore of 3.75–5.75. The entrainment ratio would be 
close to the square root of the freestream density ratio, as first proposed 
by Brown [59]. 

For completeness, the growth of the shear layer and entrainment 
ratio may be further related to the local ratio of large-coherent-structure 
spacing Leddy to distance from the singularity (x-xtoe) [58]. 

5. Ensemble-averaged two-dimensional velocity fields 

Observations using ultra-high speed video cameras through the glass 
sidewall were recorded for Fr1 ¼ 2.1. The experiments were repeated 23 
times, enabling ensemble-averaged results. In each video, the sampling 
rate was 22,607 fps, and one pixel corresponded to 0.000391 m (0.391 
mm/pixel). With a surge celerity of 0.7 m/s, the bore advanced by 0.03 
mm in average between two consecutive frames. Visually, a detectable 
motion was observed for about every 100 frames (0.0044 s). Since an 
ultra-high sampling rate might increase the noise level, the instanta-
neous velocity was computed by averaging 100 frame-to-frame veloc-
ities. A sensitivity analysis indicated that the ensemble-averaged 
technique required at least 20 repetitions to obtain a reasonable 
smoothed velocity field in the breaking bores (Appendix C). The detailed 
sensitivity analysis is presented in the supplementary material. All runs 
were synchronised based upon the location of the breaking roller 
determined in terms of the brightness intensity data (Section 3.3). In the 
rest of this paper, the ensemble-averaged optical flow field were based 
on 23 videos. 

5.1. Flow fields 

A comparison of the results obtained from the three optical flow 
techniques was undertaken in the breaking bore at x ¼ 8.5 m. A detailed 
comparison is presented in Fig. 6, where Vx and Vz are positive in the 
downstream and upward directions respectively, and V1 is the initial 
flow velocity. For a given velocity field, the origin of the coordinate 
system was located at the roller toe, with x positive downstream and z 
positive upstream. 

A number of common characteristics were observed with all 
methods. Overall all three optical flow techniques were able to compute 
detailed and smooth velocity fields in the two-phase flow and initial 
free-surface regions. Limited information was given in the clear water 

regions, because of small variation in the brightness intensity. A similar 
bore front shape was observed, with water level above the roller toe 
ascending gradually to the conjugate depth. The velocity fields showed 
the same orders of magnitude, with Vx/V1 and Vz/V1 ranging from � 0.5 
to 0.5 and � 0.3 to 0.3 respectively. The velocity distributions from the 
three techniques were in a good agreement globally, except for a few 
localised regions where the velocities fields were not consistent, e.g. the 
noise on the top and bottom of the vertical velocity field. The initial flow 
had constant longitudinal velocities of 0.5 m/s before the bore arrival, 
with a slight upward motion in front of the roller toe, highlighted as the 
small blue regions in front of the toe. The air-water shear regions, seen as 
the blue areas beneath the bore roller in the longitudinal velocity data, 
were well-defined. The leading edge of the surge roller experienced high 
absolute value of longitudinal velocities (Vx/V1 � � 0.3 to � 0.4) and 
positive vertical velocities (Vz/V1 � 0.1 to 0.2) within the roller regions, 
while low absolute value of the longitudinal velocities (Vx/V1 ¼ � 0.1 to 
� 0.2) and negative vertical velocities (Vz/V1 ¼ � 0.1 to � 0.2) were 
observed in the rest of the flow. The vertical velocity fields varied 
spatially in term of the direction, implying the presence of large vortices 
in the breaking rollers. 

While a good agreement was seen in terms of the velocity fields 
among the three optical flow techniques, the HS technique provided 
some meaningless velocity data in the clear water region next to the 
channel bed, caused by the brightness intensity change induced by the 
bore passage. The presence of such misleading velocity data indicated 
that the HS technique was more sensitive to the change in the lighting 
condition than the other techniques, consistent with earlier discussions. 
Dense velocity fields obtained from the HS technique experienced larger 
regions of velocity discontinuity than the LK and FB techniques, possibly 
due to the fill-in-effect of the regularisation term in the HS technique 
dominating at the locations with almost zero brightness intensity gra-
dients. On the other hand, the FB technique provided relatively 
smoother velocity fields. Overall the results suggested that the HS 
technique might be too noisy to use in the air-water flow region. 

5.2. Quantitative comparison 

The comparison of the longitudinal and vertical velocity profiles for 
the three optical flow techniques is presented in Fig. 7 at the different 
longitudinal locations, where the optical flow velocity is an air-water 
flow velocity. For the longitudinal velocity, all the profiles exhibited a 

VT/V1 + (x-xt)/d1

z/
d 1

Fig. 8. Comparison of longitudial velocity at longitudial locations x – xtoe ¼ 1.0, 2.0, 3.0 ane 4.0. DNS and BIV data were extracted from the works of Mortazavi et al. 
[60] and Lin et al. [61]; which presented hydralic jump data with Fr1 ¼ 2.0 and 3.8 respectively. 
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self-similarity with S shape. Two pronounced peaks were observed: a 
positive peak in the lower shear layer and a negative peak above the 
propagating roller. With an increase in longitudinal distance from the 
roller toe, the self-similar shape tended to be flattened, with a decay in 
both peak values (Fig. 7). The longitudinal velocity profiles showed a 
good agreement for the three optical flow techniques, except for the toe 
location (x-xtoe ¼ 0) and the edge of the image plane where was further 
away from the LED light (x-xtoe ¼ 5.0). The HS technique gave noisy 

velocity profiles, limited to the sensible nature of the HS technique. The 
FB technique computed relatively small velocity on the edge of the 
image plane, possible due to inadequate lighting. A comparison of the 
vertical velocity profiles showed similar performances of the three op-
tical flow techniques. Overall the HS technique is considered too noisy in 
the present study, and not recommended to use in the air-water flow. 
The FB and LK techniques provided comparable results. 

A literature review indicated some limited studies on velocity mea-

Vy/V1 +0.3 (x-xt)/d1

z/
d 1

Fig. 9. Comparison of vertical velocity at longitudial locations x – xtoe ¼ 1.0, 2.0, 3.0 ane 4.0. DNS data were extracted from the works of Mortazavi et al. [60].  

Fig. 10. Ensemble-averaged instantaneous two-dimensional optical flow velocity vectors using the FB technique for the bore generation process, with t ¼ 0 was at 
the time when the Tainter gate was completely closed - Flow conditions: initial flow direction from left to right, bore propagation from right to left, x ¼ 18.0 m, Q ¼
0.101 m3/s, Fr1 ¼ 2.1, 23 high-speed video movies. Note xgate is longitudinal location of the gate at x ¼ 18.06 m 
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surements in the highly turbulent breaking surge roller, e.g. Hornung 
et al. [13] who used PIV to obtain limited turbulent characteristics. The 
present results were compared to stationary hydraulic jump data by 
translating present longitudinal velocity using bore celerity: 

VT ¼ Vx � U (11)  

where U is the bore celerity measured using the ADMs. The translated 
longitudinal velocity profiles at different longitudinal locations from the 
LK and FB techniques are compared to direct numerical simulation 
(DNS) results on a hydraulic jump with Fr1 ¼ 2.0 [60] and bubble image 
velocimetry (BIV) data of a hydraulic jump with Fr1 ¼ 4.51 [61] in 
Fig. 8. Overall, the present results were consistent with the DNS simu-
lation, except near the air-water flow boundries, where the optical flows 
were misleading. The comparison with the data of Lin et al. [61] showed 
a qualitative agreement in terms of shape and self-similarity. The 
quantitative difference might be caused by the different methodology. 
The BIV technique detected the bubble motion based upon the correla-
tion methods, whereas the optical flow technique detected the motion of 
brightness change. 

The vertical velocity profiles were compared to the DNS data at 
different longitudinal velocity in Fig. 9, showing a reasonable agreement 
at the locations x-xtoe ¼ 2.0, 3.0 and 4.0. Some inconsistency was 
observed next to the roller toe (x-xtoe ¼ 1.0). It is believed that the 
stationary hydraulic jump and translating breaking surge are not strictly 

identical physical process, with differences in the roller toe properties. 
In summary, the quantitative comparison indicated that the FB 

technique can be best used in the highly turbulent air-water flow, and no 
sidewall boundary effects were observed from the ensemble-averaged 
velocity profiles. 

5.3. Bore generation process 

The FB technique was used to investigate the bore generation pro-
cess. The breaking bore was generated by a rapidly closing the Tainter 
gate at the downstream end of the channel. Fig. 10 presents the 
instantaneous ensemble-averaged two-dimensional optical flow velocity 
vectors at different instants t, with the photographs plotted in the 
background. In Fig. 10, t ¼ 0 corresponds to the gate closure time, i.e. 
the complete gate closure when the gate’s lower edge touched the invert. 
Note that the ensemble-averaged velocity vector fields might not match 
the photos in Fig. 10, since the bore generation was a highly turbulent 
process. The high-speed video movies were sampled at 22,607 fps, and 
were manually synchronised based upon the complete gate closure. 

The optical flow data showed a great level of details during the bore 
generation. The initially steady flow impacted the gate at the time of 
closure (t ¼ 0 s), and then piled upwards with a smooth curvature until 
reaching a height of approximately twice initial water depth (t ¼ 0.14 s). 
The running-up water then splashed down (t ¼ 0.32 s), forming a 

Fig. 11. Three optical flow techniques applied to air-water flow image.  
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plunging jet with large air cavities at the impingement point (t ¼ 0.41 s). 
The substantial free surface deformation induced the formation of large- 
scale vortices during the wave breaking. The entrained air cavities were 
enclosed during the formation of large coherent structures, before being 
broken up into small bubbles by the intense turbulence (t ¼ 0.51 s and 
0.59 s). The recirculation generated the breaking roller, which then 
detached from the gate and propagated upstream, as a breaking surge. 
The finding was overall consistent with, albeit much more detailed than, 
the CFD results of Lubin et al. [62] and the visual observations of Sun 
et al. [63] and Leng and Chanson [28,29]. 

6. Discussion on error and turbulence measurement 

6.1. Measure of error 

The error of the three optical flow techniques was examined using 
real air-water flow images. A random air-water image with 300 by 300 
pixels was taken from a video, and moved horizontally by two pixels to 
the right (Fig. 11A). Note that Fig. 11A had a black margin width of 20 
pixels around the original figures. The optical flows between the original 
and translated images were computed using the LK, HS and FB tech-
niques (Fig. 11B–D). The velocity fields of the LK and FB techniques 
showed a horizontal movement, but the HS technique provided vertical 
velocities. Quantitatively, the angular errors were computed using the 
optical flow velocities and true velocities [39] as: 

ψE ¼ cos� 1

 
1þ uimuGT þ vimvGT

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ u2

im þ v2
im

p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ u2

GT þ v2
GT

p

!

(12)  

where uim and vim are the horizontal and vertical optical flows respec-
tively, uGT (2 pixels/frame) and vGT (0 pixels/frame) are the true hori-
zontal and vertical velocities respectively. A minimization of the angular 
error was used to set the key parameters of the three optical flow 

techniques (Table 3). The detailed error analysis is presented in Ap-
pendix B. Fig. 12 presents the distributions of angular errors for the three 
optical flow techniques based on a uniform horizontal displacement of 2 
pixels. 

Overall, the results showed that the FB technique provided relatively 
smaller errors in the air-water flow with the average angular error across 
the whole image ψE ¼ 10.86�, in comparison to ψE ¼ 12.05� and 15.78�

for the LK and HS techniques respectively. Next to the boundary be-
tween the image and margin (Fig. 12), the brightness constancy 
constrain assumption was not valid, and large angular errors were 
observed. After removing these incorrect angular errors near the 
boundary, the ψEvalues of the FB, LK and HK techniques were 2.22�, 
6.75� and 10.80� respectively. In summary, the FB technique yielded the 
smallest average angular error among the three techniques. 

6.2. Turbulence measurements 

Based on the instantaneous turbulent velocities in a breaking surge, 
the turbulence characteristics can be further derived. A question re-
mains: how reliable will the turbulence characteristics be? The com-
parison and error analysis suggested that the optical flow techniques 
provided a good estimation on the averaged velocity fields, but instan-
taneous optical flow experienced a noise issue in the breaking roller (see 
the supplementary material), resulting in misleading turbulence prop-
erties. The optical flow techniques have their own limitations. The key 
assumption in the LK technique is a small and uniform displacement in a 
local neighbourhood of n pixels (n ¼ 22 in the present study). In such 
case, turbulent structures with length scale smaller than the neigh-
bourhood size will be neglected in the breaking roller. The LK technique 
obtains a non-dense velocity field, making impossible to compute ac-
curate turbulence characteristics. The FB technique also uses small 
neighbourhoods because it is unlikely to assume a quadratic polynomial 
globally. The FB technique turns into a minimization problem in the 
neighbourhood, which can be the true turbulence motion of the 
brightness at each pixels, but completely depends on the quadratic 
relationship under translation. The HS technique provides a dense ve-
locity field, but the noise issue became a challenge for the turbulence 
measurements. 

In the highly turbulent breaking surge, the optical flow velocity is the 
air-water interfacial velocity. Therefore, the turbulence measurements 
may be affected by the brightness change induced by the air bubbles 

Table 3 
Key parameters of three optical flow techniques using a minimization of the 
angular error.  

Technique parameter Value Units 

LK window size (w) 22 pixel 
HS regularisation constant (α) in Equation (3) 2 (� ) 
FB window size (w) 5 pixel  

Fig. 12. Distributions of angular errors from the LK, HS and FB techniques. AE indicates the angular error.  
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growth, shrink and breakup due to the pressure variations and advection 
of large coherent structures in the breaking roller. Addressing these is-
sues is beyond the scope of this paper, and it is worthwhile to perform a 
detailed study on the turbulence measurements in the breaking surges 
using optical flow techniques. 

7. Conclusion 

In a breaking surge, unsteady air bubble entrainment takes place in 
the roller. Monophase flow instrumentations, as well as traditional gas- 
liquid flow metrology, cannot be used in the highly aerated roller region. 
In this study, three optical flow techniques were tested in a breaking 
surge with the bore Froude number Fr1 ¼ 2.1. These included the Lucas 
and Kanade (LK), Horn and Schunck (HS) and Farnback techniques (FB). 
Based upon ultra-high-speed video movies, a comparison among the 
three optical flow techniques and literature showed that the FB tech-
nique was a most suitable optical flow method to obtain ensemble 
averaged two-dimensional velocity fields in the air-water roller region, 
except next to the air-water flow boundaries. The bore generation by a 
rapid gate closure showed a highly-unsteady complicated velocity field, 
with substantial free-surface deformations, wave breaking and forma-
tion of large coherent structures before the surge detached from the gate 
region. Further upstream, i.e. at x ¼ 8.5 m, the surge propagated as a 
breaking bore in translation and the air-water optical flow and image 
processing data showed a marked shear region with a recirculation 
above. The surging breaking wave presented air-water flow features 

comparable to a hydraulic jump, with fluid entrainment in the shear 
layer region. The present data implied an air-to-water velocity ratio 
about 4–5. 

It is believed that the present result brings new information on the 
fluid characteristics of highly-aerated breaking surges. The data 
revealed the turbulent nature of some complicated two-phase flow with 
large-scale turbulence. The results will need further developments. For 
example, experimental studies with larger Froude numbers could be 
undertaken, as well as some comparative analysis with phase-detection 
probe data, despite the metrology challenges discussed by Ref. Leng and 
Chanson [28]. Detailed numerical modelling of breaking bores may also 
be another research direction and the amount of data collected up to 
date provides a calibration database. 
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Appendix C. Supplementary data 

Supplementary data to this article can be found online at https://doi.org/10.1016/j.flowmeasinst.2020.101710. 

APPENDIX A. Optical flow algorithms 

A.1. Lucas-Kanade technique 

The Lucas and Kanade technique, widely adopted in the computer vision community, has been developed to compute optical flow and parametrize 
apparent motion [64]. It assumes that the optical flow is constant in a local neighbourhood of the pixel between two nearby frames, so called the 
brightness constancy constraint assumption: 

Iðxim; yim; timÞ¼ Iðximþ dxim; yimþ dyim; tim þ dtimÞ (A.1)  

where I is brightness intensity ranged from 0 to 256 in an 8-bit grey level image, xim and yim are the Cartesian image plane coordinates, dxim and dyim 
are the displacements in the image plane, and tim and dtim are the time and time change between two frames. The right-hand-side of Equation (A.1) is 
rewritten using Taylor Series, and simplified to a form of the temporal and spatial gradients of brightness intensity: 

Iðxim; yim; timÞ ¼ Iðxim; yim; timÞ þ
∂I
∂x ðxim þ dxim � ximÞ

þ
∂I
∂y ðyim þ dyim � yimÞ þ

∂I
∂t ðtim þ dtim � timÞ

(A.2)  

Ixuim þ Iyvim ¼ � It (A.3)  

where Ix, Iy, and It ¼ ∂I=∂x; ∂I=∂y and ∂I=∂t, and uim and vim are the optical flow velocity vectors in the image plane. In a local neighbourhood of n 
pixels, assuming small and constant displacement between two adjacent frames, additional constraints can be obtained in matrix form: Aimdim ¼ bim, 
where 

Aim ¼

2

6
6
4

Ix;1 Iy;1
Ix;2 Iy;2
⋮ ⋮
Ix;n Iy;n

3

7
7
5;  dim ¼

�
uim
vim

�

;  bim ¼

2

6
6
4

It;1
It;2
⋮
It;n

3

7
7
5 (A.4) 

Above equation is overdetermined. The local optical flow vector is obtained using the least squared principles: 

dim ¼
�
AimTAim

�� 1AimTbim (A.5) 

Namely, Equation (A.5) may be rewritten to a 2-by-2 matrix system as: 
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�
uim
vim

�

¼

" X
Ix;i2

P
Ix;iIy;i

X
Ix;iIy;i

P
Iy;i2

#� 1�
�
X

Ix;iIt;i
�
X

Iy;iIt;i

#

(A.6) 

The crucial part of above computation is the invertibility of the matrixAT
imAim , but not for a local neighbourhood with no spatial and temporal 

gradient. One way to demonstrate the quality of the matrix inversion is to acquire the two eigenvalues, λ1 and λ2. If more than one of them are small, 
the local neighbourhood may have a noise issue. If λ1/λ2 is too large, this indicate an edge region. Ideally, λ1 and λ2 are large, and have similar values. 

Owing to the high frame rate in the present study (22,607 fps), high-frequency noise might exist between two nearby frames. The Gaussians smooth 
method was applied to remove the temporal noise from the Lucas-Kanade optical flow. In the present case of grayscale images, frame was smoothed by 
convolving the original images with Gaussian kernels of respective standard deviations: 

Gðxim; yimÞ¼ Iðxim; yimÞgðxim; yimÞ (A.7)  

gðxim; yimÞ¼
1
ffiffiffiffiffiffiffiffiffiffi
2πσ2
p exp

�

�
x2
im þ y2

im

2σ2

�

(A.8)  

where I is the brightness data and σ is the standard deviations of Gaussian. 

A.2. Horn–Schunck technique 

The Horn-Schunck technique is the first variational approach to estimate optical flow by solving a minimization problem. The brightness constancy 
constraint assumption, defined in Equation (A.1), is still valid, with additional global smoothness constraint introduced to address the constraint 
indeterminacy (aperture problem). Equation (A.3) may be expressed as the first optical flow constrain equation: 

vim¼ �
It
Iy
�
Ix
Iy
uim (A.9) 

Equation (A.9) is illustrated in Figure A1. The optical flow vector coordinates (uim, vim) may be located at any point along the linear equation, and 
the optical flow vector can be written as a sum of normal and parallel flow vectors: 

vHS¼ dHS þ PHS (A.10)  

There is not enough information to obtain the parallel flow vector PHS
�! . The normal flow vector, representing the smallest motion, equals the 

magnitude of the motion in the gradient direction: 

dHS¼ �
It
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I2
x þ I2

y

q (A.11) 

The brightness constancy constrain cannot determine the optical flow vector. A smoothness assumption is made. This is, the optical flow velocity 
field of the image brightness varies smoothly, which implies the small motion in the neighbouring points. The measure of the smoothness is the sum of 
the squares of the two velocities gradients. Then goal is to minimize the two errors caused by the brightness constancy constrain and the global 
smoothness constrains, formulated as: 
ZZ
�
Ixuim þ Iyvim þ It

�2
þ α2� kruimk2

þkrvimk2�dximdyim (A.12)  

where α is the regularisation constant, r ¼ ∂=∂x is the spatial gradient operator, and || || is the norm operator. Note that the parameter α was 
introduced to control the weight of the smoothness term [30]; and larger α indicated a smoother flow. Solving Euler-Lagrange equations, the 
minimization of above functions gives: 

Ix
�
Ixuim þ Iyvim þ It

�
¼ α2ΔðuimÞ

Ix
�
Ixuim þ Iyvim þ It

�
¼ α2ΔðvimÞ

(A.13)  

where Δ ¼ ∂2=∂x2 þ ∂2=∂y2 is the Laplace operator. The Laplacian is numerically approximated using the weighted average from an eight neighbours, 
as well as estimating the partial derivatives of the brightness intensity between two consecutive frames: 

Ix;y;t �
1
4
��
Iiþ1;jþ1;kþ1 � Iiþ1;j;kþ1

�
þ
�
Ii;jþ1;kþ1; Ii;j;kþ1

�
þ
�
Iiþ1;jþ1;k � Iiþ1;j;k

�
þ
�
Ii;jþ1;k � Ii;j;k

��
(A.14)  

uim;i;j;k ¼
1
6
�
uim;i� 1;j;k þ uim;iþ1;j;k þ uim;i;j� 1;k þ uim;i;jþ1;k

�

þ
1
12
�
uim;i� 1;j� 1;k þ uim;iþ1;j� 1;k þ uim;i� 1;j� 1;k þ uim;iþ1;jþ1;k

�
(A.15)  

where all the paramters and index are defined in Figures A1B and A.1C. 
Using the approximation introduced above, the constraint equation can be rewritten as: 

Ix
�
Ixuim þ Iyvim þ It

�
¼ α2ðuim � uimÞ

Ix
�
Ixuim þ Iyvim þ It

�
¼ α2ðvim � vimÞ

(A.16) 
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where uim and vimare the weighted average optical flow velocities. This set of equation can be solved by Gauss-Jordan elimination, but it is too 
computationally expensive. Alternatively, it can be obtained using an iterative scheme. The optical flow velocities from (nþ1)th iteration can be 
computed using the estimated partial derivative and weighted average optical flow velocities from nth iteration: 

unþ1
im ¼ uim � Ix

Ixuim þ Iyvim þ It
α2  þ  I2

x  þ I2
y 

vnþ1
im ¼ vim � Ix

Ixuim þ Iyvim þ It
α2  þ  I2

x  þ I2
y 

(A.17)  

where index nþ1 means the next iteration. The interaction process starts with two optical flow velocities equal to 0. Then, a new set of velocities for 
next iteration is assumed as the velocities obtained from the previous time-step. Prior to the differentiation of the Horn-Schunck technique, the image 
sequence was smoothed using the DoG method, as presented in the previous section. The low-pass effect of the DoG method was aimed to remove high- 
frequency electronic noise. 

The major limitation of the Horn-Schunck technique is the smoothness assumption. It can provide robust results for only small and continuous 
motion. In the presence of discontinuous displacements, the smoothness assumption is no longer valid because of the large spatial and temporal 
gradients. In the present study, the propagation of the breaking bore was considered having small motion for the ultrahigh frame rate of 22,607 fps.

Fig. A.1. Definition sketches of the Horn-Schunck technique - (A) brightness constancy constrain equation; (B) numerical estimation of partial derivatives of the 
brightness between two consecutive frames, where row index i corresponds to the x direction in an image, column index j lies to the y direction in an image, and 
index k means k frame in the video; (C) the Laplacian estimation of two optical flow velocities using weighted averaged method from eight neighbouring points. 

A.3. Farneback technique 

Farneback [46,47] proposed a variational optical flow technique. It locally estimates the optical flow at each pixel of two consecutive frames by 
quadratic polynomials. The first image can be expressed as: 

f1ðxim; yimÞ ffi a1 þ a2xþ a3yþ a4x2
im þ a5y2

im þ a6ximyim (A.18)  

where a1, a2, a3, a4, a5 and a6 are the polynomial coefficients. Equation (A.18) can be rewritten as: 

f1ðXimÞ ffi XT
imAf1Xim þ bTf1Xim þ cf1 (A.19) 
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where 

Xim ¼
�
xim
yim

�

;  Af1  ¼ 
�

a4 a6=2
a6=2 a5

�

;  bf1¼
�
a2
a3

�

;  cf1¼ a1 (A.20) 

The second image is the translation of the first image by a displacement vector df: 

f2ðXimÞ ¼ f1
�
Xim � df

�

¼
�
Xim � df

�TAf1
�
Xim � df

�
þ bTf1

�
Xim � df

�
þ cf1

¼ XT
imAf1Xim þ

�
bf1 � 2Af1df

�TXim þ dTf Af1df � bTf1df þ cf1
¼ XT

imAf2Xim þ bTf2Xim þ cf2

(A.21) 

Equation (A.21) yields: 

Af2¼Af1 (A.22)  

bf2¼ bf1 � 2Af1df (A.23)  

cf2¼ dTf Af1df � bTf1df þ cf1 (A.24) 

For a non-singular Af1, Equation (A.23) gives the solution of the displacement vector: 

df ¼
1
2
A� 1
f1

�
bf1 � bf2

�
(A.25) 

It is unrealistic to assume a polynomial representing a global translation. Therefore, a local constrain based on Equation (A.23) is given: 

Af ðXimÞdf ðXimÞ¼Δbf ðXimÞ (A.26)  

where 

Af ðXimÞ ¼
Af1ðXimÞ þ Af2ðXimÞ

2

Δbf ðXimÞ ¼ �
1
2
�
bf2ðXimÞ � bf1ðXimÞ

�
(A.27) 

Pointwise results encompass too much noisy [46], so it considers to minimize the sum of the local constrains for all the pixel in a neighbourhood: 
X

ΔXim2Ilocal

wf ðΔXimÞ
�
�Af ðXim þ ΔXimÞdf ðXimÞ � Δbf ðXim þ ΔXimÞ

�
�2 (A.28)  

where wf is a weight function over the neighbourhood. The minimization gives: 

df ðXimÞ¼
�X

wfATf Af
�� 1X

wfATf Δbf (A.29) 

The above displacement vector can be solved using an iterative scheme. The iteration process starts with the displacement vector equal to zero. The 
estimated displacements from an iteration are used as the inputs in the next iteration. It usually takes 3 to 5 iterations until convergence. 

APPENDIX B. Error analysis on parameters in optical flow techniques 

Angular error may be an indicator to determine some key parameters in optical flow techniques, including the regularisation constant α in the HS 
technique, and sliding window size (w) in the LK and FB technique, as presented in Figure B1. For the optical flows obtained from the breaking surge, 
w ¼ 22, α ¼ 2 and w ¼ 5 were adopted for the LK, HS and FB technique respectively. Traditionally, the regularisation factor was expected to be 
approximately equal to 1. Herein, α ¼ 2 might turned into an over-smoothed optical flow field.

w (pixel)

E
 (

)

E
 (

)

w (pixel)

E

Fig. B.1. Average angular error as a function of key parameters in optical flow techniques.2 
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The relationships between average angular error and displacement are presented in Figure B2, showing that larger displacement resulted in greater 
inaccuracy of optical flow field. For a small displacement, the measure of angular error suggested that the FB technique outperformed in the air-water 
flow. In the present study, the ultra-high-speed videos were analysed using 22,607 fps, thus holding the assumption of small displacement between 
consecutive frames, and minimising the angular error.

displacement (pixel)

E
 (

)

Fig. B.2. average angular error with a function of horizontal displacement. 3  
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Notation 

Af: symmetric second-order coefficient matrix in the FB technique (� ) 
Aim: spatial derivative matrix of brightness data in a local neighbourhood of the LK 

technique (m� 1) 
a: polynomial coefficients in the FB technique (� ) 
bf: first-order coefficient matrix in the FB technique (� ) 
bim: temporal derivative matrix of brightness data in a local neighbourhood of the LK 

technique (s� 1) 
Cthreshold1,2: thresholds in image processing technique (� ) 
cf: constant term in polynomial expansion of the FB technique (� ) 
df: displacement vector in the FB technique (px) 
dHS: normal optical flow vector in the HS technique (px s� 1) 
dim: optical flow matrix of the LK technique in a local neighbourhood (� ) 
d1: initial flow depth (m) 
EE: measure of optical flow variation (� ) 

Ev: volume-entrainment ratio (� ) 
Fr1: bore Froude number, defined as: Fr1 ¼ ðV1 þUÞ=

ffiffiffiffiffiffiffi
gd1

p
(� ) 

G: Gaussian smooth method (� ) 
g: gravity constant g ¼ 9.81 m s� 2 m s� 2 

I: brightness data (� ) 
Ix,y,t: partial derivative of brightness data with respect to horizontal, vertical and time. 

(m� 1, m� 1, s� 1) 
Q: flow rate (m3 s� 1) 
N: number of pixels in image plane (� ) 
Nv: number of videos (� ) 
n: the nth frame in video (� ) 
PHS: parallel optical flow vector in the HS technique (px s� 1) 
r: ratio of air velocity to water velocity (� ) 
tim: time between consecutive image (s) 
U: bore celerity (m s� 1) 
uGT: groun-truth horizontal optical flow (px s� 1) 
uim: horizontal optical flow in Cartesian image plane coordinate (px s� 1) 
uiv¼n: the ensemble-averaged horizontal velocity using n videos (m s� 1) 
VHS: optical flow vector in the HS technique (px s� 1) 
VT: translating bore longitudinal velocity (m s� 1) 
Vx: longitudinal velocity (m s� 1) 
Vz: vertical velocity (m s� 1) 
V1: average velocity in initial flow (m s� 1) 
vGT: groun-truth vertical optical flow (px s� 1) 
vim: vertical optical flow in Cartesian image plane coordinate (px s� 1) 
viv¼n: the ensemble-averaged vertical velocity using n videos (m s� 1) 
w: window size of local neighbourhood of the LK technique (px) 
wf: a weight function over the neighbour in the FB technique (� ) 
Xim: location matrix of the FB technique in a local neighbourhood (px) 
x: longitudinal direction in channel flow (m) 
xgate: longitudinal location at downstream gate (m) 
xim: x coordinate in Cartesian image plane coordinate (px) 
xtoe: longitudinal location of roller toe (m) 
y: transverse direction in channel flow (m) 
yim: y coordinate in Cartesian image plane coordinate (px) 
yUB,LB: the vertical distances of upper and lower bounds (m) 
z: vertical direction in channel flow (m)Greek letters 
α: regularisation constant in the HS technique (� ) 
dtim: time between consecutive frames (s� 1) 
dx,yim: apparent motion in optical flow estimations between two frames (px) 
λ1,2: eigenvalues in the LK technique (� ) 
σ: standard deviations of Gaussian (px) 
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ON OPTICAL FLOW TECHNIQUES APPLIED TO BREAKING SURGES - 

SUPPLEMENTARY MATERIAL 

By Rui SHI, Xinqian LENG and Hubert CHANSON 

Sensitivity Analysis on Ensemble-Averaged Technique 

C.1 - Presentation 

A breaking surge is a highly unsteady turbulent physical process, associated with intensive air-entrainment, 

advection of large coherent structures and large free surface deformation. Instantaneous and time-averaged 

flow properties were meaningless in unsteady flow (Bradshaw 1971). Following previous studies (Docherty 

and Chanson 2012), an ensemble-averaged technique was used to obtain the flow velocities in the breaking 

surges. Herein, a sensitivity analysis was conducted in terms of the number of high-speed video records 

required to achieve reliable ensemble-averaged instantaneous optical flow velocity field, using a 

computationally cost-effective algorithm, the Lucas and Kanade technique (LK). The sensitivity analysis 

aimed to determine a reasonable number of repetitions required for obtaining meaningful ensemble-averaged 

optical flow fields.  
 

C.2 - Results 

Figure C.1 compares the ensemble-average instantaneous longitudinal velocity fields of 1, 5, 10, 20 and 23 

videos using the LK technique. Some common features were shared by all velocity results in Figure C.1. The 

optical flow technique was able to detect a detailed optical flow velocity field in the two-phase air-water flow 

region and next to the free surface. Limited information in the clear water region was achieved because of 

constant brightness change. The bore roller formed immediately behind the toe, with a relatively higher 

velocity (Figure C.1, green area with Vx/V1= -0.3 to -0.4) in the bore front region compared with further 

downstream of the breaking roller (Figure C.1, green area with Vx/V1= -0.1 to -0.2). The initially steady flow 

travelled in the opposite direction of the roller propagation with a constant water velocity roughly equal to 

+0.5 m/s. It impinged at the roller toe with air intensely entrained into the roller. An air-water shear region 

developed, as shown by the large blue region between the bore and clear water regions in Figure C.1 A few 

errors, highlighted as the scattered dots in the bottom and top of the image plane, might be caused by the 

ambient light and inevitable reflections. 
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Differences in the ensemble-averaged optical flow velocity field were seen with an increasing number of video 

movies. The ensemble-averaged instantaneous velocity fields based upon 1 and 5 videos (Figures C.1 A and 

B) presented a significant number of velocity discontinuity (red dots), compared to the other results. The 

number of erroneous data, highlighted as scattered dot areas with large absolute value of the velocities, 

decreased with an increasing number of video movies. The boundaries between the free-surface and shear 

region tended to become smoother in the velocity fields of more than 10 videos. The errors outside of the air-

water flow region were drastically reduced in the ensemble-averaged velocity fields based upon 23 video 

movies. Overall, the comparison between the velocity fields from 1 to 23 videos showed a significant 

improvement with increasing number of video movies, and similar velocity distributions were observed for 

the ensemble-averaged optical flow velocity fields based upon 20 and 23 videos.  

Figure C.2 presents typical cross-sectional profiles extracted at two longitudinal locations (x-xtoe/d1 = 2.2 and 

4.2) from Figure C.1. The results showed relatively larger velocity fluctuations for 1 video and 5 videos. The 

profiles become smoother with an increase in video number, especially when the number of video larger than 

20. In summary, the results suggested that a minimum number of 20 videos was able to provide a reasonable 

optical flow field. In the current study, 23 videos were used to obtain the two-dimensional optical flow fields. 
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Figure C.1 - Dimensionless ensemble-averaged longitudinal optical flow data based on 1, 5, 10, 20 and 23 

high-speed video movies using the LK technique - All the plots have the same legend - Flow conditions: initial 

flow from left to right, the bore propagation from right to left, x = 8.5 m, Q = 0.101 m3/s, Fr1 = 2.1. Note that 

the positive longitudinal direction corresponds to the initial flow direction.  
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A: velocity distributions at x-xtoe/d1 = 2.2 

B: velocity distributions at x-xtoe/d1 = 4.2 

Figure C.2 - Dimensionless ensemble-averaged velocity profiles at different longitudinal locations: x-xtoe/d1 = 

2.2 and 4.4.  
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