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Abstract 
 

In free-surface flows, some flow instabilities may be observed, for example in pooled stepped spillways and hydraulic jumps. 

These instabilities may include some pulsations and oscillations. Most traditional two-phase flow analyses would yield some 

air-water turbulent flow results combining the contributions of the slow fluctuations and of the turbulent motion. Herein a new 

turbulence decomposition technique was introduced to quantify the relative contributions of slow and fast fluctuations. The 

method was developed for and applied to phase-detection probe signals collected in highly-aerated free-surface flows. The 

interfacial velocity and turbulence properties were calculated based upon some advanced correlation analyses of the dual-tip 

probe signals. The triple decomposition results were applied to some un-stationary pooled stepped spillway flows and they 

highlighted that the gross turbulent kinetic energy was mostly encompassed in the slow fluctuating signal component. 

Altogether this study showed the successful application of a new decomposition technique suitable to gas-liquid flows in 

industrial applications with high void fractions. 

 

 
Introduction 
 

Self-sustained instabilities and pseudo-periodic motion may 

be observed in free-surface aerated flows in hydraulic 

structures and industrial flows (Fig. 1). Documented 

examples include hydraulic jumps (Bradley and Peterka 

1957), sloshing motion in a reservoir (Armenio and La 

Rocca 1996) and jump waves in pooled stepped spillways 

(Thorwarth 2008). On the Sorpe dam pooled stepped 

spillway (Germany), some pseudo-periodic flow were 

documented during some uncontrolled spillway release on 2 

November 1998 (Chanson 2001). The self-sustained 

unstabilities appeared at the spillway's upstream end and 

some jump waves propagated downstream, the surging 

waters overtopping the chute sidewalls and causing a hazard 

to nearby tourists (Fig. 1A). Thorwarth (2008) studied 

physically the unstable process described as jump waves. 

Mossa and Tolve (1998) and Leandro et al. (2012) studied 

the fluctuating of hydraulic jumps and the impact on the 

void fraction distribution and free-surface profile. 

Herein a new triple decomposition technique is applied to 

phase-detection probe output signals, for the analyses of the 

velocity fluctuations in un-stationary free-surface flows. 

The application of the method can characterise both the fast 

turbulent and slow fluctuating velocity components. After a 

short description of the physical setup, some basic 

observations are shown in a stepped channel, before the 

triple decomposition technique is developed to some 

unstable air-water flows on a pooled stepped chute. The 

basic outcomes are presented later. 

 

 
(A) Free-surface instability propagating down the Sorpe 

dam spillway (Germany) on 2 November 1998 (Courtesy of 

Ruhrverband) - θ ≈ 18°, h = 0.5 to 2 m, Q = 6.9 m
3
/s, Re = 

1.0×10
6
 - Note the children on the foreground right 

 
(B) Free-surface instationarities in air-water flows on the 

pooled stepped spillway: θ = 8.9°, h = 0.05 m, q = 0.152 

m
2
/s, dc/h = 2.66, Re = 6.0×10

5
 

Figure 1: Free-surface instationarities in air-water 

free-surface flows 
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Nomenclature 
 

C void fraction 

c instantaneous void fraction 

dc critical flow depth (m): dc = (q
2
/g)

1/3
 

F bubble count rate (s
-1

) 

g gravitational constant (m s
-2

) 

h vertical step height (m) 

N number of samples 

n number of interfaces 

Q water discharge (m s
-3

) 

q discharge per unit width (m s
-2

) 

Re Reynolds number: Re = ρ×q/µ 

Rxx normalised auto-correlation coefficient 

Rxy normalised cross-correlation coefficient 

T average interface travel time between sensors (s) 

Txx auto-correlation time scale (s) 

Txy cross-correlation time scale (s) 

Tu turbulence intensity 

V interfacial velocity (m s
-1

) 

Vc critical flow velocity (m s
-1

): Vc = (q×g)
1/3

 

v' turbulent velocity fluctuations (m s
-1

) 

y normal distance (m) measured perpendicular to 

the pseudo-bottom formed by step edges 

Greek letters 

∆x longitudinal separation distance between sensors 

(m) 

∆z transverse separation distance between sensors 

(m) 

µ water dynamic viscosity (Pas) 

θ angle between chute slope and horizontal 

ρ water density (kg m
-3

) 

τ time lag (s) 

Subscripts 

c critical flow conditions 

90 flow properties at C = 0% 

 

Basic Signal Processing 
 

In a free-surface flow, the void fraction ranges typically 

from 0 to 100%, as illustrated in Figure 1, and the mass and 

momentum fluxes are encompassed within the flow region 

with void fractions less than 95% (Cain 1978, Wood 1985). 

A number of physical data demonstrated that the 

high-velocity gas-liquid flows behave as a 

quasi-homogenous mixture and the two phases travel with a 

nearly identical velocity, the slip velocity being negligible 

(Rao and Kobus 1971, Cain and Wood 1981, Wood 1991, 

Chanson 1997). For such aerated flows, a robust metrology 

is the phase-detection needle probe (Fig. 2). The 

needle-shaped phase detection probe is designed to pierce 

the bubbles and droplets, and Figure 3 (Top) shows a typical 

signal output. In Figure 3 (Top), each steep drop of the 

signal corresponds to an air bubble pierced by the probe tip. 

Although the first needle probe designs were based upon 

resistivity probes, both optical fibre and resistivity probe 

systems are commonly used (Cartellier 1992, Chanson 

2002). 

In free-surface flows, the basic signal processing of the raw 

voltage signals is based upon a single threshold technique 

and some statistical analyses of the raw signal. The single 

threshold is typically between 40 and 50% of the air-water 

range (Toombes 2002, Chanson and Felder 2010) and the 

basic outputs are the void fraction, bubble count rate and 

air/water chord sizes distributions. 

A cross-correlation analysis between the two conductivity 

probe tip signals yields the time-averaged interfacial 

velocity V = ∆x/T, where ∆x is the distance between the 

probe sensors and T is the time lag for which the 

cross-correlation function is maximum (Rxy)max (Herringe 

and Davis 1976, Chanson, 1997). The shape of the 

cross-correlation function provided further information on 

the velocity fluctuations. The integration of the auto- and 

cross-correlation functions from the maximum correlation to 

the first zero-crossing yields the correlation integral time 

scales Txx and Txy: 

∫
=τ=τ

=τ

τ×τ=
)0R(

0

xxxx

xx

d)(RT     (1) 

( )
∫

=τ=τ

=τ=τ

τ×τ=
)0Rxy(

)R(R

xyxy

maxxyxy

d)(RT    (2) 

The turbulence intensity is defined as the ratio of the 

velocity standard deviation to the time-averaged velocity: 

Tu = v'/V. When the velocity is measured with a dual-tip 

probe, the standard deviation of the interfacial velocity 

equals: 
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where vi is the instantaneous velocity data equal to ∆x/ti, V 

is the time-averaged velocity (V = ∆x/T), n is the number of 

interfaces, ti is the interface travel time data and T is the 

travel time for which the cross-correlation function is 

maximum. With an infinitely large number n of interfaces, 

an extension of the mean value theorem for definite 

integrals may be used as 1/ti
2
 and (ti-T)

2
 are positive and 

continuous functions over the interval i = (1, n) (Spiegel 

1974). The result implies that there exists at least one 

characteristic travel time t' satisfying t1 < t' < tn such that: 
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where σt is the standard deviation of the interface travel 

time. If the intrinsic noise of the probe signal is 

un-correlated to the turbulent velocity fluctuations with 

which the bubbles are convected, the standard deviation of 

the cross-correlation function σxy satisfies: 
2

t
2

xx
2

xy σ+σ=σ     (5) 

where σxx is the standard deviation of the autocorrelation 

function (Harvey 1993). The turbulent intensity becomes: 

'tV

'v
2

xx

2

xy σ−σ
=     (6) 

Assuming that t' ~ T, the turbulence intensity v'/V equals: 

TV

'v
Tu

2

xx

2

xy σ−σ
==    (7) 

Kipphan (1977) developed a similar result for two-phase 

mixtures such as pneumatic conveying, while the above 

development follows Chanson and Toombes (2002). 

Assuming that the successive detections of bubbles by the 

probe sensors is a true random process, the cross-correlation 

function is a Gaussian distribution: 





























σ
−τ

×−×=τ

2

xy
maxxyxy

T

2

1
exp)R()(R

  (8) 
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After simplification the cross-correlation time scale 

becomes: 

xymaxxyxy
2

)R(T σ×
π

×=    (9) 

Similarly, if the auto-correlation function is a Gaussian 

distribution, the auto-correlation time scale becomes: 

xxxx
2

T σ×
π

=     (10) 

 

 
Figure 2: Two-tip phase-detection needle probe (Ø = 0.13 

mm) - Flow from right to left, with the definition of the 

probe sensor separation distances ∆x and ∆z 
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Figure 3: Raw and filtered signals on a pooled stepped 

spillway with flow instabilities: q = 0.182 m
2
/s, step 20, C = 

0.445, V = 2.55 m/s, F = 70.1 Hz - Note the different scale 

for low pass filtered signal in the bottom graph 

 

Using Equations (9) and (10), the turbulent intensity may be 

expressed as: 

2
xx

2

maxxy

xy
T

)R(

T

T

2
Tu −


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





×

×π
=   (11) 

Defining τ0.5 the time scale for which: Rxy(T+τ0.5)=Rxy(T)/2, 

the standard deviation of the cross-correlation function 

equals: σxy = τ0.5/1.175, while the standard deviation of the 

autocorrelation function equals: σxx = T0.5/1.175 where T0.5 

is the characteristic time for which the normalised 

auto-correlation function equals 0.5. Equation (11) yields 

(Chanson and Toombes 2002): 

T

T
851.0

V

'v
2

5.0

2

5.0 −τ
×=    (12) 

 

Signal Decomposition Technique 
 

When a monophase flow motion is characterised by slow 

fluctuations, the instantaneous velocity signal may be 

decomposed to quantify the respective contribution of the 

slow and fast fluctuations to the gross turbulent kinetic 

energy (Hussain and Reynolds 1972, Fox et al. 2005, Brown 

and Chanson 2013). With a phase-detection intrusive probe, 

the interfacial velocity signal is not continuous. Herein a 

triple decomposition method is developed and applied to the 

raw probe signals of a dual-tip conductivity probe (Fig. 3). 

The probe signal is split into three components reflecting 

the mean, slow fluctuating and fast fluctuating contributions. 

The approach is somewhat similar to the mono-phase flow 

triple decomposition technique, but applied to the 

phase-detection probe signal. The signal decomposition is 

performed using some characteristic cut-off frequencies 

which must be identified: e.g., using visual observations as 

well as power spectra analyses of raw signals. 

Note that some approach to the proposed decomposition is 

commonly performed in acoustics where it is called 

interaural correlation (Trahiotis et al. 2005, Boemer et al. 

2011) and in speech recognition (Stern et al. 2007). In fluid 

mechanics, the correlation analysis of filtered signals is less 

common, although discussed by Favre (1965), Comte-Bellot 

and Corrsin (1971) and Frisch (1995). 

 

Characteristic Frequencies and Signal Decomposition 
Some characteristic flow frequencies must be identified by 

visual observations of the air-water flow processes. In the 

present study, some physical experiments were conducted in 

a stepped pooled spillway chute (Fig. 1B & 4). 

Self-sustained instabilities were observed with typical 

frequencies within 0.5-2 Hz. These were seen in the FFT 

spectral analyses of the probe signals sampled (Fig. 5). 

Figure 5A shows a typical power spectrum density function 

of probe signal, highlighting some peaks and troughs in 

power spectrum density within 0.3-2 Hz. Some 

characteristic frequencies of about 0.3-0.5 Hz were also 

observed in the power spectrum of interfacial velocities, 

calculated by correlation analyses for short time periods of 

0.1 s (10 Hz) (Fig. 5B). For the present data set, a sensitivity 

analysis was performed in terms of cut-off frequencies and 

the results yielded a meaningful lower cut-off frequency of 

0.33 Hz and an upper cut-off frequency of 10 Hz. Thereafter 

the mean signal was the low pass filtered component with a 

cut-off frequency of 0.33 Hz, and the slow fluctuating signal 

was a band pass filtered component with upper and lower 

cut-off frequencies of 10 Hz and 0.33 Hz respectively. 
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Figure 4: Instationarities in skimming flows on the pooled 

stepped spillway: θ = 8.9°, h = 0.05 m, q = 0.122 m
2
/s, dc/h 

= 2.3, Re = 4.9×10
5
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(A) FFT of raw probe signal 

fluctuations 
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(B) FFT of interfacial 

velocity fluctuations (0.1 s 

intervals) 

Figure 5: Spectral analysis of characteristic fluctuations of 

raw signals and interfacial velocities of a double-tip 

conductivity probe 

 

The low pass, band pass and high pass filtering of the raw 

signals were calculated following Press et al. (2007). Figure 

3 illustrates a typical raw probe signal and the resulting 

components after filtering (Fig. 3, Top to Bottom). The data 

set was based upon a complete time series of 39 s at 20 kHz, 

a 13 s sub-sample being used for proper smoothing. 

 

Decomposition of the Air-Water Properties 
The instantaneous void fraction may be expressed as a linear 

decomposition of filtered components: 
"c'cc~c ++=     

 (13) 

where c is the instantaneous void fraction, c~  is a mean or 

low pass filtered component, c' represents the slow 

fluctuating or band pass filtered contribution and c'' is the 

fast fluctuating or high pass filtered component which is 

expected to be associated with the 'true' turbulent motion of 

the flow. The time averaged void fraction C is: 

"C'CC
~

)"c'cc~(
N

1
C

n

1

++=++×= ∑    (14) 

where N is the number of samples. When the lower cut-off 

frequency (0.33 Hz herein) is significantly smaller than the 

characteristic frequencies of the air-water flow fluctuations, 

it yields: 

C
~

c~

N

1
C

n

1

=×≈ ∑     (15) 

0'c
N

1
'C

n

1

≈×= ∑     (16) 

0"c
N

1
"C

n

1

≈×= ∑     (17) 

The calculations of time-averaged velocity, turbulence 

intensity and auto- and cross-correlation time scales are 

based upon some auto- and cross-correlation analyses. 

Using normalised auto- and cross-correlation functions and 

assuming c~  ≈ C, the decomposed auto- and 

cross-correlation functions may be linearly decomposed: 

))(R)(R()(R)(R)(R 'x"x"x'x"x"x'x'xxx τ+τ×χ+τ×β+τ×α=τ  (18) 

)(RE)(RD)(RB)(RA)(R 'y"x"y'x"y"x'y'xxy τ×+τ×+τ×+τ×=τ  

      (19) 

where Rxx and Rxy are the auto- and cross-correlation 

functions for the raw signal and the decomposed signals 

respectively, and the factors α, β, χ, A, B, D and E are 

coefficients of proportionality. In Equations (14) and (15), 

the subscripts x' and y' indicate the band pass filtered signal 

components of the leading and trailing probe sensors, and 

the subscripts x" and y" the high pass filtered components of 

the sensors. The correlation functions between band pass 

filtered and high pass filtered signals are negligible since 

Rx'x'' ≈ Rx''x' ≈ Rx'y" ≈ Rx"y' ≈ 0 (Felder and Chanson 2012). 

The auto-correlation functions may be simplified to: 

)(R)("R)('R)(R)(R)(R
)1(

xxxxxx"x"x'x'xxx τ=τ+τ=τ×β+τ×α≈τ

      (20) 

where Rxx' and Rxx'' are the auto-correlation functions of 

band pass and high pass filtered signals, and Rxx
(1)

 is their 

sum: Rxx
(1)

 = Rxx' + Rxx". Similarly Equation (19) becomes: 

)(R)("R)('R)(RB)(RA)(R
)1(

xyxyxy"y"x'y'xxy τ=τ+τ=τ×+τ×≈τ

      (21) 

where Rxy' and Rxy'' are proportional to the cross-correlation 

functions of band pass and high pass filtered signals, and 

Rxy
(1)

 is the sum of the band and high pass filtered 

correlation functions: Rxy
(1)

 = Rxy' + Rxy'' (Fig. 6) 

Following Equation (21), the cross-correlation function can 

be decomposed linearly, and the time-averaged interfacial 

velocity corresponding to the band pass and high pass 

filtered signal is: 

V~
'T

x
'V

∆
=     (22) 

V
"T

x
"V ≈

∆
=     (23) 

where T' and T" are the time lags for which Rx'y' and Rx"y" 

were maximum respectively (Fig. 6). A further 

time-averaged interfacial velocity is: 

V
T

x
V

)1(

)1( =
∆

=     (24) 

where T
(1)

 is the time for which the sum of the band and 

high pass filtered correlation functions (Rxy
(1)

 = Rxy' + Rxy'') 

is maximum: i.e., Rxy
(1)

(T
(1)

)= (Rxy)
(1)

max. 

The decomposition of the auto- and cross-correlation 

functions of the filtered signals is a linear process (Eq. (20) 

and (21)), and the definition of the auto- and 

cross-correlation integral time scale becomes: 
)1(

xxxxxx"x"x'x'xxx T"T'TTTT ≈+=×β+×α≈  (25) 

)1(
xyxyxy"y"x'y'xxy T"T'TTBTAT ≈+=×+×≈   (26) 

where Txx' and Txy' are the auto- and cross-correlation time 

scales for the band pass filtered signal, Txx" and Txy" for the 

high pass filtered signal, and Txx
(1)

 and Txy
(1)

 for the sum of 

the band pass and high pass filtered correlation scales. The 

correlation time scales of the raw function were almost 
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identical to the time scales Txx
(1)

 (and Txy
(1)

) and Txx' + Txx'' 

(and Txy' + Txy'') (Felder and Chanson 2012). That is: 

"T'TTT xxxx
)1(

xxxx +≈≈    (27) 

"T'TTT xyxy
)1(

xyxy +≈≈    (28) 

 

 
(A) Definition sketch of cross-correlation functions of 

band-pass and high-pass filtered signals 
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(B) Cross-correlation functions of raw and filtered signals 

on the pooled stepped spillways - Flow conditions: θ = 8.9°, 

h = 0.05 m, q = 0.182 m
2
/s, dc/h = 3.0, Re = 7.2×10

5
, step 20, 

y = 0.102 m, C = 0.715, F = 55.9 Hz 

Figure 6: Cross-correlation functions of phase-detection 

probe signal outputs 

 

The turbulence intensity is deduced from the broadening of 

the cross-correlation function relative to the auto-correlation 

function. Herein the turbulence intensities for the band pass 

filtered, the high pass filtered signal and for the sum of the 

cross-correlation functions of band and high pass filtered 

signals are calculated as: 

'T

'T'
851.0'Tu

2
5.0

2
5.0 −τ

×=    (29) 

"T

"T"
851.0"Tu

2

5.0

2

5.0 −τ
×=    (30) 

)1(

)1()1(

T

T
851.0Tu

2

5.0

2

5.0)1(
−τ

×=    (31) 

While it is not possible yet to justify theoretically the 

validity of Equations (29) to (31) as the decomposition of 

Equation (12) is highly non-linear, the experimental results 

for all data sets (see below) show that the decomposition of 

the turbulence levels of the raw data is possible and the 

results yield: 
)1(TuTu ≈      (32) 

 

Comments 
The auto- and cross-correlations of the probe signal 

components are valid representation of the original signal 

since a linear decomposition is applied (Eq. (20) & (21)). 

Yet it is not possible to prove the theoretical validity of the 

turbulence intensity decomposition because of the 

non-linearity of the calculation methods, although Equations 

(29) to (32) yield meaningful physical results. The present 

triple de-composition technique based upon the raw probe 

signals differs hence from the traditional triple 

decomposition of velocity signals. 

 

Basic Observations 

 

New experiments were performed in a large size stepped 

spillway model previously used by Thorwarth (2008). The 

test section consisted of a 12 m long, 0.5 m wide channel 

equipped with 21 identical PVC steps, with height h = 0.05 

m and length l = 0.318 m, corresponding to a channel slope 

θ = 8.9° (Fig. 1B & 4). Two step configurations were tested: 

flat steps and pooled steps with a pool weir height w = 0.05 

m (Fig. 4). Detailed two-phase flow measurements were 

conducted with a dual-tip conductivity probe (Ø = 0.13 mm, 

∆x = 5.1 mm, ∆z = 1 mm) (Fig. 2). The probe was mounted 

on a fine-adjustment traverse system enabling a vertical 

translation with an accuracy of 0.2 mm. The probe sensors 

were sampled at 20 kHz per sensor for 45 s. More details on 

the experimental facility and instrumentation can be found 

in Felder and Chanson (2012). 

Visual observations were conducted for a range of 

discharges 0.004 ≤ q ≤ 0.234 m
2
/s (4×10

3
 < Re < 2.3×10

5
). 

The air-water flow patterns on the flat stepped channel were 

comparable to previous studies on stepped spillways 

(Chanson 2001). For the smaller flow rates (i.e. dc/h < 0.95), 

a nappe flow regime was observed with a succession of 

free-falling jets, where dc is the critical flow depth (dc = 

(q
2
/g)

1/3
). With increasing flow rate (i.e. 0.95 < dc/h < 1.69), 

the flow appeared chaotic with some strong splashing in the 

transition flow regime. For larger flow rates dc/h > 1.69, a 

skimming flow regime took place with stable cavity 

recirculation movements. The free-surface was parallel to 

the pseudo-bottom formed by the step edges in both aerated 

and non-aerated flow regions. 

On the pooled stepped spillway, similar flow regimes were 

observed. That is, a nappe flow regime (dc/h < 1.08), a 

transition flow regime (1.08 ≤ dc/h ≤ 1.76) and a skimming 

flow regime (dc/h > 1.76) with increasing discharges. Some 

self-sustained instabilities were observed for dc/h > 1.08 up 

to the maximum flow rate in the present study (dc/h = 3.55). 

Self-induced jump waves were observed for 1.08 ≤ dc/h ≤ 

1.76, at a frequency of about 0.25-0.4 Hz. The observation 

was close to the finding of Thorwarth (2008). Every second 
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jump wave was caused by some pulsating flows in the first 

step cavity. For larger discharges dc/h > 1.76, the jump wave 

pattern was not clearly seen, but some instabilities were 

observed including unstable cavity recirculation, sudden 

cavity ejections and surface waves (Fig. 1B & 4). The 

instabilities appeared to decrease with increasing discharges. 

Through visual observations and video documentation, the 

unstable processes had characteristic frequencies in the 

range of 0.5 to 2 Hz. 

 

Air-water Flow Properties 
 

Detailed air-water flow measurements were conducted for 

both stepped configurations for 0.036 ≤ q ≤ 0.234 m
2
/s 

(3.6×10
4
 < Re < 2.3×10

5
). On the flat stepped spillway, the 

pseudo-bottom (y = 0) was defined by the step edges with y 

measured perpendicular to the pseudo-bottom. For the 

pooled stepped spillway, the datum (y = 0) was the upper 

edge of the pool weir. A comparison between flat and pooled 

stepped spillway flows was performed for a wide range of 

discharges (Fig. 7 to 10). The void fraction distributions 

highlighted the strong aeration of the flow (Fig. 7). The 

profiles showed some typical S-shapes for both flat and 

pooled stepped spillways in skimming flows. Almost no 

difference was visible between the two stepped 

configurations (Fig. 7). Figure 7 shows a self-similar 

presentation with the void fraction C as a function of the 

dimensionless distance above the pseudo-bottom y/Y90 with 

Y90 the characteristic depth where the air concentration is 

90%. The void fraction distributions compared very well 

with an analytical solution of the advective diffusion 

equation for air bubbles in turbulent free-surface flows 

(Chanson and Toombes 2002): 

o

3
90

o

902

D3

)31Yy(

D2

Yy
'Ktanh1C

×
−

+








×
−−=   (33) 

where K' is an integration constant and Do is a function of 

the depth-averaged void fraction only. The interfacial 

velocity data for both stepped configurations exhibited some 

self-similar profiles in terms of V/V90 as a function of y/Y90, 

where V90 is the velocity at C = 90% (Fig. 7). Despite some 

data scatter, the velocity data were correlated with a power 

law: 
m1

9090 Y

y

V

V








=   y/Y90 ≤ 1 (34) 

The power law exponent was typically m = 10, but the exact 

value may vary from one step edge to the next one for a 

given flow rate. In the upper spray region (i.e. y/Y90 > 1), a 

uniform velocity profile was observed: V/V90 = 1. Both 

functions are compared with experimental data in Figure 7. 

The distributions of bubble count rate showed characteristic 

shapes on both pooled and flat stepped spillways, with 

maximum values in the intermediate flow region (0.3 < C < 

0.7). In the bubbly flow region (C < 0.3) and the spray 

region (C > 0.7), the bubble frequency tended towards small 

values for large void/liquid fractions. The comparative 

analyses showed some marked differences between flat and 

pooled stepped spillways (Fig. 8). Figure 8 shows some 

typical dimensionless bubble count rate distributions 

F×dc/Vc for both configurations as a function of y/Y90 where 

F is the bubble count rate and Vc is the critical flow velocity. 

The dimensionless bubble frequencies of the flat stepped 

spillway were about twice as large as those recorded in the 

pooled stepped spillway, across the entire air-water column. 

Some distinctive differences between pooled and flat 

spillway configurations were also observed in terms of the 

turbulence levels (Fig. 9). Figure 9 illustrates these 

differences in a self-similar presentation as a function of 

y/Y90. On the pooled stepped spillway, the turbulence levels 

were drastically larger than on the flat stepped chute, and it 

is believed that this was linked with the presence of slow 

hydrodynamic fluctuations or hydrodynamic instabilities. 

The maximum turbulence levels reached up to 600% in the 

intermediate flow region on the pooled stepped spillway, 

compared to 150-200% on the flat stepped spillway. In the 

lower bubbly flow region and the upper spray region, the 

turbulence levels tended towards about 20-40% for both 

configurations as shown by Chanson and Toombes (2002). 
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Figure 7: Dimensionless distributions of interfacial 

velocity and void fraction: q = 0.210 m
2
/s, dc/h = 3.3, Re = 

8.3×10
5
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Figure 8: Dimensionless distributions of bubble count 

rate: q = 0.122 m
2
/s, dc/h = 2.3, Re = 4.9×10
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Figure 9: Distributions of turbulence intensity: q = 0.234 

m
2
/s, dc/h = 3.55, Re = 9.3×10

5
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(A) Auto-correlation time scales: dc/h = 1.35, q = 0.055 

m
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/s, Re = 2.2×10
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(B) Cross-correlation time scales: dc/h = 3.3, q = 0.21 m

2
/s, 

Re = 8.3×10
5
 

Figure 10: Dimensionless distributions of auto- and 

cross-correlation time scales
 

 

The auto- and cross-correlation integral time scale data 

showed also some differences between flat and pooled 

stepped chute flows (Fig. 10). In Figure 10A, the 

dimensionless auto-correlation time scales Txx×sqrt(g/Y90) 

are presented as a function of y/Y90. The dimensionless time 

scales on the pooled stepped spillway were about three to 

four times larger than the time scales on the flat stepped 

spillway. A similar finding was seen in terms of the 

cross-correlation time scales Txx×sqrt(g/Y90) (Fig. 10B). The 

dimensionless cross-correlation integral time-scales were 

about five to seven times larger on the pooled stepped 

spillway. 

 

Application of the triple decomposition technique 
 

The triple decomposition technique was applied to the raw 

probe signal data collected on the pooled stepped spillway. 

The cut-off frequencies were 0.33 and 10 Hz. The results 

below include the raw signal, the band pass filtered signal 

(or slow fluctuating signal), the high pass filtered signal (or 

fast fluctuating signal) and the calculations based upon the 

sum of slow and fast fluctuating signal correlations. In the 

following graphs, the notation reflects the decomposition 

method: e.g., V the time-averaged interfacial velocity 

calculated from the raw signal, V' the slow fluctuating 

component of the velocity calculated from the band-pass 

filtered signal, V" the fast fluctuating velocity component 

computer from the high-pass filtered signal, and V
(1)

 the 

velocity calculated from the sum of correlation functions of 

band and high pass filtered signal components (Eq. (20) & 

(21)). 

Figure 6B shows a typical cross-correlation function at one 

location in a skimming flow including the cross-correlation 

functions of the raw data Rxy, of the band pass filtered signal 

Rxy', of the high pass filtered signal Rxy" and of the 

summation of the correlation functions of band and high 

pass filtered signals Rxy
(1)

. The shapes of cross-correlation 

function were in agreement with previous results, although 

the time lag for first zero crossing was relatively longer. The 

sum of cross-correlation functions of band and high pass 

filtered components was close to the cross-correlation 

function of the raw signal, although the curve was slightly 

lower and crossed the x-axis for a smaller time lag. 

The auto-correlation integral time scale data showed some 

difference in order of magnitude between the high pass 

filtered signal data Txx'' and the other components (Fig. 11). 

The auto-correlation time scale of the high pass filtered 

component was about one order of magnitude smaller then 

those of the other components, and the data trend suggested 

an increase in Txx" with increasing void fraction. The 

auto-correlation time scales of the raw signal, the band pass 

filtered signal component and of the sum Txx'+Txx" were 

close, with maximum time scales in the intermediate flow 

region and smaller values in the lower bubbly and upper 

spray regions. 
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Figure 11: Distributions of auto-correlation time scales for 

the raw signal and the decomposed signal components: dc/h 

= 2.3, q = 0.122 m
2
/s, Re = 4.9×10

5
; step 18 

 

Some typical cross-correlation integral time scale data are 

shown in Figure 12. The distribution shapes for the raw 

signal, the band pass filtered signal and the sum of the 

correlation functions of high and band pass filtered 

components were in good agreement, similar to previous 
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studies (Chanson and Carosi 2007, Felder and Chanson 

2009). The largest integral time scale values were seen in 

the intermediate flow region, with Txy tending towards zero 

in the bubbly flow region and smaller values of Txy in the 

spray region. A different cross-correlation time scale shape 

was observed for the high pass filtered signal component. 

Txy'' tended to increase linearly with increasing distance 

from the pooled step edge. A further difference was the 

different order of magnitude for the high pass filtered data. 

In Figure 12, the data tended to highlight the linearity of the 

decomposition process for the cross-correlation time scales. 
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Figure 12: Distributions of cross-correlation time scales for 

the raw signal and the decomposed signal components: dc/h 

= 3.0, q = 0.182 m
2
/s, Re = 7.2×10

5
; step 20

 

 

Some typical results in terms of the time-averaged 

interfacial velocity are illustrated in Figure 13. The results 

for the raw signal, the fast fluctuating component and the 

sum of the correlation of band pass and high pass filtered 

signal components were basically identical. Further the 

velocity profiles were similar to previous studies on pooled 

stepped spillways (Kökpinar 2004, Thorwarth 2008). The 

distributions of the slow fluctuating velocity component V' 

exhibited some scatter in the bubbly and spray regions (Fig. 

13). In the intermediate flow region, the velocity data were 

smaller compared to the raw signal analysis by about 

10-15%. The differences might be linked with the cut-off 

frequency selection. The lower cut-off frequency of 0.33 Hz 

yielded a time scale (3 s) which was 2 to 3 orders of 

magnitude larger than the average interfacial travel time T 

between the probe sensors, while the upper cut-off 

frequency of 10 Hz (time scale: 0.1 s) corresponding to an 

average interfacial velocity of 0.5 m/s smaller than the 

typical interfacial velocity (2-3 m/s in Fig. 13). As such, the 

estimate of V' might have been adversely affected by the 

cutoff frequency selection. 

Typical results of the signal's triple decomposition technique 

are presented in Figure 14 in terms of the turbulence 

intensity. The fast fluctuating turbulence intensity data Tu" 

had a shape close to that of the raw signal data Tu, with 

maxima in terms of turbulence intensity in the intermediate 

flow region (Fig. 14). However the fast fluctuating 

turbulence levels Tu" were smaller, with maximum values 

of about 120%, compared to 600% for the raw signal data. 

Some scatter of slow fluctuating turbulence data was 

observed, with values as large as 50% to 600%, and a 

majority of the data being within the range of 150% to 

300%. The turbulence intensities calculated based upon the 

weighted sum of the correlation functions of band pass and 

high pass filtered signal components were almost identical 

to the raw signal results: Tu ≈ Tu
(1)

 (Eq. (32)). Furthermore 

the sum (Tu'+Tu") were close to the raw signal data for most 

positions as illustrated in Figure 14. Simply the present data 

suggested consistently that: 

Tu ≈ Tu
(1)

 ≈ Tu' + Tu"    (35) 

Although no theoretical validation of Equation (35) was 

obtained, the experimental results showed that the triple 

decomposition technique yielded an accurate identification 

of the respective turbulence contributions of the slow and 

fast fluctuating velocity components. On the pooled stepped 

spillway, the physical data suggested that a large proportion 

of the turbulent kinetic energy was encompassed in the slow 

velocity motion and that Tu" << Tu'. On average the present 

data yielded Tu"/Tu' = 0.56 on the pooled stepped spillway. 
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Figure 13: Distributions of interfacial velocities for the raw 

signal and the decomposed signal components: dc/h = 2.66, 

q = 0.152 m
2
/s, Re = 6.0×10

5
; step 19 
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Figure 14: Distributions of turbulence intensities for the 

raw signal and the decomposed signal components: dc/h = 

1.7, q = 0.078 m
2
/s, Re = 3.1×10

5
; step 17
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Figure 15: Comparison of turbulence intensity distributions 

of the fast fluctuating component (Tu") of the pooled 
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stepped spillway and of the flat stepped spillway (Tu): dc/h 

= 2.3, q = 0.122 m
2
/s, Re = 4.9×10

5
 

 

Discussion 
 

The triple decomposition technique enabled the 

identification of the contributions of the various flow 

components into the turbulent kinetic energy. For the pooled 

stepped spillway, the slow fluctuating velocity component 

encompassed the largest contribution to the turbulent kinetic 

energy, while the velocity fluctuations in terms of fast 

fluctuating velocity component identified the "true" 

turbulence properties. For the pooled stepped spillway, the 

turbulence levels Tu" in terms of fast fluctuating velocity 

component may be compared with the turbulence intensity 

measurements Tu in flat stepped spillways with a same 

slope and for the same flow conditions (Fig. 15). Figure 15 

shows a comparison in terms of turbulence levels on the flat 

stepped spillway and the fast fluctuating component on the 

pooled stepped spillway. All data sets were obtained for the 

same discharge and step height, and with the same 

instrumentation. The comparison suggested some qualitative 

agreement between the turbulence level distributions, while 

some quantitative differences in terms of vertical elevations 

were linked with differences in flow depths and the different 

definition of the pseudo-bottom: i.e., step edge for flat steps 

and pool edge for pooled steps. 

 

Conclusion 
 

A decomposition technique was introduced herein to 

quantify the relative contributions of the slow- and fast 

fluctuations to the overall flow turbulence in a 

highly-aerated free-surface flow. The raw signal of the 

phase-detection probe leading and trailing tips was 

decomposed linearly into three components: a mean signal, 

a slow-fluctuating contribution and a fast-fluctuating 

component. The decomposition was based upon some signal 

filtering using characteristic cut-off frequencies. Some 

theoretical considerations suggested that the low pass 

filtered signal component did not contribute to the air-water 

flow properties, but the void fraction. 

The results were applied to the analysis of physical 

experiments on a relatively large pooled stepped channel. 

The flow exhibited some self-sustained instabilities, with a 

range of characteristic frequencies between 0.5 to 2 Hz. 

Herein the cut-off frequencies of 0.33 Hz and 10 Hz were 

used. The triple decomposition results highlighted that the 

gross turbulent kinetic energy was mostly encompassed in 

the slow fluctuating signal component. The turbulence 

properties in terms of fast fluctuating signal component 

were qualitatively and quantitatively consistent with earlier 

findings of steady stationary air-water flows. Since the band 

pass filtering of the probe signal was a linear process, it was 

shown that little information was lost during the 

decomposition. The auto- and cross-correlation functions of 

each probe signal component were valid representation of 

the original signal, and the calculation of the time averaged 

interfacial velocities and the turbulence levels of the fast and 

slow fluctuating signal components may be performed. 

Altogether this study showed the successful application of a 

new decomposition technique suitable to gas-liquid flows in 

industrial applications with high void fractions. To date the 

method was applied to pooled stepped spillway, and it is 

believed that there are further potential applications to 

pseudo-periodic and unstable gas-liquid flows. 
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