Triple decomposition technique in air–water flows: Application to instationary flows on a stepped spillway
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Abstract

Self-sustained instabilities and pseudo-periodic motion may be observed in hydraulic structures and industrial flows. Documented examples include the hydraulic jump, sloshing motion in a reservoir and surging waves in pooled stepped spillways. The instabilities may generate very large turbulence levels and integral turbulent scales, combining the contributions of both slow fluctuations and fast turbulent fluctuations. Herein a triple decomposition of phase-detection probe signals was developed to identify the turbulent contributions of the slow and fast velocity components in highly aerated free-surface flows. The raw probe signals were split into slow and fast signal components and the air–water flow properties of each component were calculated. The method was applied to a new data set collected down a stepped spillway channel with two stepped configurations (flat and pooled). The latter configuration experienced some self-sustained pseudo-periodic instabilities. The data analysis results showed that the fast turbulent velocity fluctuations of the decomposed signal were close to the turbulence levels on the flat stepped spillway (i.e. in absence of instability). And the largest turbulent energy was contained in the slow fluctuating velocity component. The findings showed a new implementation of a triple decomposition technique to instationary air–water flows.

© 2013 Elsevier Ltd. All rights reserved.

1. Introduction

In the past decades, many studies investigated experimentally air–water flows with natural free-surface aeration, including free-surface flows down spillway chutes (Rao and Kobus, 1971; Wood, 1991; Chanson, 2013). Most experimental works of air–water flows focused upon the time-averaged air–water flow properties providing basic flow information for the design of hydraulic structures (Wood, 1991; Chanson, 1997). Self-sustained instabilities and pseudo-periodic motion may be observed in air–water flows in hydraulic structures and industrial flows. Documented examples include the hydraulic jump (Bradley and Peterka, 1957; Mossa, 1999), sloshing motion in a reservoir (Armenio and La Rocca, 1996) and jump waves in pooled stepped spillways (Chanson, 2001; Thorwarth, 2008). Fig. 1 illustrates two prototype applications.

The appearance of instability processes depends on the flow conditions and configurations including boundary conditions. A number of researchers documented the unsteady nature of the air–water flows and associated surface waves (Killen, 1968; Toombes and Chanson, 2007). Mossa and Tolve (1998) and Leandro et al. (2012) studied the hydraulic jump fluctuations and their impact on void fraction distribution and free-surface profile. Toombes and Chanson (2007) showed the effect of surface waves on the void fraction and bubble count rates. On flat stepped spillways, some flow instabilities were observed for some intermediate flow rates (Elviro and Mateos, 1995; Chanson, 1996; Ohtsu and Yasuda, 1997). In pooled stepped chutes, some pseudo-periodic flow was documented on the Sorpe dam spillway during some uncontrolled spillway release (Chanson, 2001) and physically investigated by Thorwarth and Koengeter (2006) and Thorwarth (2008). The self-sustained unstable processes appeared at the spillway’s upstream end and the jump waves propagated downstream (Fig. 1A).

Herein new experiments were conducted in a stepped chute with two stepped configurations: flat steps and pooled steps. Flow instabilities were observed in the latter setup and a new triple decomposition technique is introduced for the analysis of phase detection probe signals including the velocity fluctuation estimates, taking into account both the fast turbulent and slow fluctuating velocity components. After a short description of the physical setup, some basic observations are shown, before the triple decomposition technique is applied.

2. Signal processing of phase detection intrusive probes

2.1. Basic signal processing

In a free-surface flow, the void fraction ranges typically from 0% to 100%, as illustrated in Fig. 1A, and the mass and momentum
Correlation integral
\[ C_2 / C_0 = \text{correlation integral} \]

Correlation time scales
\[ T_{xx} = T_{xy} = \int_0^{\tau(R_{xy}) = 0} R_{xy}(\tau) \times d\tau \]

where \( T_{xx} \) and \( T_{xy} \) are the correlation time scales (Eqs. (1), (2) (Fig. 2C)). Within some approximations (Appendix A), a simplified result is (Chanson and Toombes, 2002):

\[ \mu = 0.851 \times \sqrt{\frac{\tau_{0.5}^2 - \tau_{0.5}^2}{T}} \]

where \( \tau_{0.5} \) is the time scale for which \( R_{xy}(T + \tau_{0.5}) = 0.5 \times R_{xy}(T) \), and \( T_{0.5} \) is the characteristic time for which \( R_{xy}(T_{0.5}) = 0.5 \).

2.2. Signal decomposition technique

When a monophase flow motion is characterised by slow fluctuations, a turbulence characterisation may be based upon a triple decomposition of the instantaneous velocity signal (e.g. Hussain and Reynolds, 1972; Lyn and Rodi, 1994; Fox et al., 2005; Brown and Chanson, 2013). The instantaneous velocity signal \( u(t) \) is decomposed into three components:

\[ u(t) = U + u'(t) + u''(t) \]
where \( U \) is a mean velocity component, \( u'(t) \) represents the slow fluctuating velocity and \( u''(t) \) the fast fluctuating velocity component which corresponds to the ‘true’ turbulent motion. With a phase-detection intrusive probe, the interfacial velocity signal is not continuous. Herein a triple decomposition method was applied to the raw probe signals of a double-tip phase detection probe. Both signals were split into three components reflecting the mean, slow fluctuating and fast fluctuating contributions (Fig. 3). The approach was similar to the mono-phase flow technique, but applied to the phase-detection probe signal rather than to the velocity signal.

2.2.1. Characteristic frequencies and signal decomposition

The raw signal decomposition was performed using some characteristic cut-off frequencies which were identified using visual observations as well as power spectra analyses of raw signals. In the present study, self-sustained instabilities were observed with typical frequencies within the range of 0.5–2 Hz during laboratory experiments performed on a pooled stepped chute. These were also seen in the spectral analyses of the probe signals (Fig. 4). Fig. 4A shows some typical power spectra of probe voltage signal, together with a smoothed curve, highlighting some peaks and troughs in the power spectrum density functions within 0.3–2 Hz (e.g. 1.87 Hz in Fig. 4A). Some characteristic frequencies of about 0.3–0.8 Hz were also observed in the power spectrum of interfacial velocities, calculated by correlation analyses for short time periods of 0.1 s (10 Hz) (Fig. 4B). For example, some higher power spectrum density function levels are seen in Fig. 4B for frequencies between 0.3 and 0.7 Hz, while Fig. 5 illustrates a typical time-series of interfacial velocity calculated using cross-correlation analyses for 0.1 s periods. For the present data set, a sensitivity analysis was performed in terms of the cut-off frequencies and the results yielded a meaningful lower cut-off frequency of 0.33 Hz and an upper cut-off frequency of 10 Hz. Thereafter the mean signal was the low pass filtered component with a cut-off frequency of 0.33 Hz, and the slow fluctuating signal was a band pass filtered component with upper and lower cut-off frequencies of 10 Hz and 0.33 Hz respectively.
The low pass, band pass and high pass filtering of the raw signals were calculated following Press et al. (2007). Fig. 3 illustrates a typical raw probe signal (Fig. 3A) and the resulting components after filtering (Figs. 3B–D). Note the different time axis range for the low pass filtered signal in Fig. 3D. The data set was based upon a complete time series of 39 s at 20 kHz, i.e. 780,000 data points. A 13 s sub-sample was used, thus allowing a sufficiently large data sub-set and proper smoothing of the results.

2.2.2. Decomposition of the air–water properties

The instantaneous void fraction $c$ may be expressed in terms of the decomposed filtered components:

$$c = \bar{c} + c' + c''$$

where $\bar{c}$ is a mean or low pass filtered component, $c'$ represents the slow fluctuating or band pass filtered contribution and $c''$ is the fast fluctuating or high pass filtered component which is expected to be associated with the ‘true’ turbulent motion of the flow. The time averaged void fraction $C$ is:

$$C = \frac{1}{n} \sum_{1}^{n} (\bar{c} + c' + c'') = \bar{C} + C' + C''$$

where $n$ is the number of data samples. When the lower cut-off frequency (0.33 Hz herein) is significantly smaller than the characteristic frequencies of the air–water flow fluctuations, it yields:

$$C \approx \frac{1}{n} \sum_{1}^{n} \bar{c} = \bar{C}$$

Fig. 3. Raw and filtered signals for $d_{c}/h = 3.0$, $q_{w} = 0.182 \text{ m}^{2}/\text{s}$, $Re = 7.2 \times 10^{5}$, (A) raw signal, (B) high pass filtered raw signal (10–10,000 Hz), (C) band pass filtered raw signal (0.33–10 Hz), (D) low pass filtered raw signal (0–0.33 Hz).
and are proportional to the cross-correlation functions $R_{xy}$ and $D$. $R_{xx}$ are the auto-correlation functions of band pass and high pass filtered signal equals:

$$R_{xx}(\tau) = A \times R_{xy}(\tau) + B \times R_{xy'}(\tau) + D \times R_{xy''}(\tau) + E \times R_{xy'''}(\tau)$$  \hspace{1cm} (12)$$

where $R_{xx}$ and $R_{xy}$ are the auto- and cross-correlation functions for the raw signal and the decomposed signals respectively, and the factors $A, B, D$ and $E$ were coefficients of proportionality. In Eqs. (11) and (12), the subscripts $x$ and $y$ indicate the band pass and high pass filtered signal components of the leading and trailing probe sensors,

![Fig. 4. Spectral analysis of characteristic fluctuations of raw phase-detection probe signals and interfacial velocities of a double-tip conductivity probe, (A) FFT of fluctuations of raw signal of the leading tip probe: $C=0.812, F=21.0$ Hz, $V'=1.55$ m/s. (B) FFT of fluctuations of the interfacial velocity signal (0.1 s intervals): $C=0.365$, $F=69.9$ Hz, $V=2.43$ m/s.](image)

and the subscripts $x'$ and $y'$ the high pass filtered components of the two sensors. When the characteristic frequencies of the band-pass filtered signal are one or more order(s) of magnitude smaller than the characteristic frequencies of the high-pass filtered signals, the ‘cross’ terms $R_{xy'}$ and $R_{xy''}$ are significantly smaller than the terms $R_{xx}$ and $R_{xy}$. (Similarly, when the characteristic frequencies of the band-pass filtered signal are one or more order(s) of magnitude larger than the characteristic frequencies of the low-pass filtered signals, the terms $R_{xy}$ and $R_{xy'}$ are negligible.) That is, $R_{xx} \approx R_{xy} \approx R_{xy'} \approx R_{xy''} \approx 0$ in first approximation.

The auto-correlation functions may be simplified to:

$$R_{xx}(\tau) \approx \alpha \times R_{xy}(\tau) + \beta \times R_{xy'}(\tau) = R_{xx}(\tau) + R_{xy}(\tau) + R_{xy'}(\tau) = R_{xx}(\tau)$$  \hspace{1cm} (13)$$

where $R_{xx}$ and $R_{xy}$ are the auto-correlation functions of band pass and high pass filtered signals, and $R_{xx}$ is their sum. Similarly Equation (12) becomes:

$$R_{xy}(\tau) \approx A \times R_{xy}(\tau) + B \times R_{xy'}(\tau) = R_{xy}(\tau) + R_{xy'}(\tau) + R_{xy''}(\tau) = R_{xy}(\tau)$$  \hspace{1cm} (14)$$

where $R_{xx}$ and $R_{xy}$ are proportional to the cross-correlation functions of band pass and high pass filtered signals, and $R_{xx}$ is the sum of the band and high pass filtered correlation functions: $R_{xx} = R_{xy} + R_{xy'}$ (Fig. 6).

Fig. 6 shows a typical example of the cross-correlation function decomposition.

Since the cross-correlation function can be decomposed linearly, the time-averaged interfacial velocity corresponding to the band pass and high pass filtered signal equals:

$$V' = \frac{\Delta x}{T}$$  \hspace{1cm} (15)$$

![Fig. 5. Interfacial velocity signal of a double-tip conductivity probe calculated for a series of non-overlapping 0.1 s intervals – Flow conditions: $d_i/h = 2.66$, step 21, $y = 78$ mm, $C = 0.365$, $F = 69.9$ Hz, $V = 2.43$ m/s.](image)
\[ V' = \frac{\Delta x}{T'} \approx V \]  

where \( T' \) and \( T '' \) are the time lags for which \( R_{xy} \) and \( R_{xy'} \) were maximum respectively. A further time-averaged interfacial velocity may be calculated:

\[ V'' = \frac{\Delta x}{T''} \]  

where \( T'' \) is the time for which the sum of the band and high pass filtered correlation functions \( (R_{xy}^{(b)} + R_{xy}^{(h)}) \) and \( (R_{xy}^{(b)} + R_{xy}^{(h)}) \) for the high pass filtered signal and for the sum of the band pass and high pass filtered correlation scales. The correlation time scales of the raw function are almost identical to the time scales \( T_{xx} \) (and \( T_{yy} \)) and \( T_{xy} + T_{yx} \) (and \( T_{xy} + T_{yx} \)) (Felder and Chanson, 2012). That is:

\[ T_{xx} \approx T_{xy} + T_{yx} \]  

\[ T_{yy} \approx T_{xy} + T_{yx} \]  

The turbulence intensity is linked to the broadening of the cross-correlation function relative to the auto-correlation function. Herein the turbulence intensities for the band pass filtered, the high pass filtered, and for the sum of the cross-correlation functions of band and high pass filtered signals (Eq. (14)) are calculated as:

\[ Tu' = 0.851 \times \frac{\sqrt{T_{0.5}^2} - T_{0.5}^2}{T} \]  

\[ Tu'' = 0.851 \times \frac{\sqrt{T_{0.5}^2} - T_{0.5}^2}{T} \]  

\[ Tu'' = 0.851 \times \frac{\sqrt{T_{0.5}^2} - T_{0.5}^2}{T''} \]  

Note that Eq. (4) is highly non-linear, and it is not possible to justify a ‘classical’ turbulent decomposition.

2.2.3. Discussion

The auto- and cross-correlations of the probe signal components are valid representation of the original signal since a linear decomposition is applied (Eqs. (13), (14)). The calculations of auto- and cross-correlation time scales and of interfacial velocities are theoretically justifiable. Yet it is not possible to prove the theoretical validity of the turbulence intensity decomposition (i.e. \( Tu = Tu' + Tu'' \)). However the present results showed that the decomposition of the turbulence levels of the raw data was possible and the results yielded:

\[ Tu \approx Tu'' \]  

for all discharges, at each longitudinal cross-section and all elevations (see below). Eqs (22) and (23) further yielded physically meaningful results. The present triple de-composition technique based upon the raw probe signals differs hence from the traditional triple decomposition of velocity signals.

A similar approach in terms of correlation analyses of filtered signals is commonly performed in acoustics where it is called interaural correlation (Trahiotis et al., 2005; Boemer et al., 2011) and in speech recognition (Stern et al., 2007). In fluid mechanics, the use of correlation techniques applied to filtered signals in turbulent flows is mentioned by Favre (1965), Comte-Bellot and Corrsin (1971) and Frisch (1995). Some different triple decomposition approach was also introduced by Telionis (1981) in unsteady viscous flows.

3. Experimental observations

3.1. Presentation

New experiments were conducted on a large size stepped spillway model at the Institute of Hydraulic Engineering and Water Resources Management (IWW), RWTH Aachen University (Germany). The stepped spillway model was previously used by Thorwarth (2008). The test section was a 12 m long, 0.5 m wide channel. At the upstream end, the flow was controlled by a broad crested weir providing a discharge per unit width 0.004 < \( q_w < 0.234 \) \( m^2/s \). The test section was equipped with 21 identical PVC steps, with height \( h = 0.05 \) m and length \( l = 0.318 \) m, yielding a channel slope \( \theta = 8.9^\circ \) (Fig. 7). Two stepped configurations were investigated: (1) flat steps and (2) pooled steps with a pool weir height \( w = 0.05 \) m (Fig. 7A). The measurements were conducted on the channel centreline at step edges and pool weir edges in the air–water flows downstream of the inception point of free-surface aeration for a range of flow conditions (Table 1).

The air–water measurements were conducted with a double-tip conductivity probe, used previously by Thorwarth (2008) and Bung (2011). The probe sensors had a size of \( 0 = 0.13 \) mm and were separated in the flow direction \( \Delta x = 5.1 \) mm and transverse direction \( \Delta z = 1 \) mm (Fig. 2). The probe was mounted on a trolley with an electronic control system (isel®) enabling an automatic translation in vertical direction with an accuracy of 0.2 mm. The probe sensors were sampled at 20 kHz per sensor for 45 s. More details about the experimental facility and instrumentation can be found in Felder (2013).

3.2. Basic flow patterns

Some detailed visual flow observations and documentation were conducted for a range of discharges \( 0.004 < q_w < 0.234 \) \( m^2/s \), while Table 1 summarises the experimental flow conditions for the detailed air–water flow measurements. Some video movies are available as digital supplementary data (Appendix B).

The air–water flow patterns on the flat stepped spillway showed some typical characteristics, similar to previous studies on stepped spillways (Chanson and Toombes, 2002). For the smaller flow rates \( d_i/h < 0.95 \), a nappe flow regime was observed with a succession of free-falling jets (Toombes, 2002). With increasing flow rate \( 0.95 < d_i/h < 1.69 \), the flow appeared chaotic with some strong splashing in the transition flow regime. For larger flow rates \( d_i/h > 1.69 \), a skimming flow regime took place with stable cavity recirculation movements. The free-surface was parallel to the pseudo-bottom formed by the step edges in both aerated and non-aerated flow regions (Fig. 7A).

On the pooled stepped spillway, a nappe flow regime was observed with water discharging as a free-falling jet impacting into the underlying step pool for \( d_i/h < 1.08 \). Some air was entrained in the water filled pool by the plunging jet and the air bubbles were detrained at the free-surface before the next overfall. With
increasing discharge, the flow became unstable in the transition flow regime \((1.08 \leq d_c/h \leq 1.76)\). Some self-induced jump waves were observed for \(1.08 \leq d_c/h \leq 1.76\). Fig. 8A shows some typical instabilities highlighting the unstable jump wave processes including some surface wave propagation and sudden cavity ejections. The frequencies of jump waves were about 0.25–0.4 Hz. Every second jump wave was caused by some pulsating flows in the first step cavity and the other waves were initiated by further instabilities in the first few stepped pools. Video 1 (Movie1_dc_h_1.2.avi) illustrates the pulsating flow in the first step cavity. Video 2 (Movie2_dc_h_1.64.avi) shows the downstream propagation of the surface waves for a larger flow rate (Table 3). Some irregular ejection and recirculation processes within each pooled cavity appeared more often with frequencies of 0.5–2 Hz.

For larger discharges \(d_c/h > 1.76\), the jump wave pattern was not present and the flow appeared similar to a skimming flow regime. Downstream of the inception point of free-surface aeration, air was continuously entrained and some recirculation motions in the step cavities were visible and the surface of the air–water flows was overall parallel to the pseudo-bottom (Fig. 7A). However, some instabilities were also seen. Fig. 8B and Video 3 (Movie3_d-c_h_2.67.avi) shows examples of instabilities for a typical skimming flow discharge including unstable cavity recirculations, sudden cavity ejections and surface waves. These instabilities appeared to decrease with increasing discharges, but they were still present for the maximum flow rate in the present study \((d_c/h = 3.55)\). Through visual observations and video documentation, the unstable processes had characteristic frequencies in the range of 0.5–2 Hz.

### 3.3. Air–water flow properties

The air–water flow measurements were conducted for all configurations with the same instrumentation and signal processing.
technique. For the flat stepped spillway, the pseudo-bottom \((y = 0)\) was defined by the step edges with \(y\) measured perpendicular to the pseudo-bottom. For the pooled stepped spillway, the datum \((y = 0)\) was the upper edge of the pool weir. A comparison between flat and pooled stepped spillway flows was performed for a wide range of discharges (Table 1). In this section, the air–water flow properties derived from the raw probe signal are presented. The void fraction distributions highlighted the strong aeration of the flow. The data showed some typical S-shapes for both flat and pooled stepped spillways in skimming flows (Fig. 9). The results were qualitatively comparable between the two stepped configurations. Some typical void fraction distributions are illustrated in Fig. 9 for several consecutive step edges downstream of the inception point. Fig. 9 shows a self-similar presentation with \(C\) as a function of the dimensionless distance above the pseudo-bottom \(y/Y_{90}\) with \(C\) the void fraction and \(Y_{90}\) the characteristic depth where the air concentration is 90%. The void fraction distributions compared well with an analytical solution of the advective diffusion equation for air bubbles in turbulent free-surface flows (Chanson and Toombes, 2002):

\[
C = 1 - \tanh^2 \left( K' \left( \frac{y}{Y_{90}} \right) - \frac{y}{Y_{90}} - 1/3 \right) \frac{3}{Y_{90}}
\]

where \(K'\) is an integration constant and \(D_o\) is a function of the depth-averaged void fraction \(C_{\text{mean}}\) only.

The data for both stepped configurations showed some self-similar distributions of dimensionless interfacial velocity \(V/V_{90}\) as a function of \(y/Y_{90}\), where \(V_{90}\) is the velocity at \(C = 90\%\) (Fig. 9).
**Fig. 9.** Dimensionless distributions of void fraction and interfacial velocity on the flat and pooled stepped spillways. Comparison with self-similar equations (Eqs. (26–28)): \( d_{i}/h = 3.55, q_{w} = 0.234 \text{ m}^{2}/\text{s}, \text{Re} = 9.3 \times 10^{5} \).

Fig. 9 presents some typical velocity data. Despite some scatter, the flat stepped chute velocity data were correlated with a power law:

\[
\frac{V}{V_{90}} = \left( \frac{y}{Y_{90}} \right)^{1/N} \quad (y < Y_{90} \leq 1) 
\]

The power law exponent was typically \( N = 10–12 \) for skimming flows (e.g. Chanson and Toombes, 2002; Chanson and Carosi, 2007; Felder and Chanson, 2011), although the exact value may vary from one step edge to the next one for a given flow rate. In the upper spray region (i.e. \( y/Y_{90} > 1 \)), a uniform velocity profile was observed as shown by earlier studies:

\[
\frac{V}{V_{90}} = 1 \quad \text{for} \quad y/Y_{90} > 1 
\]

Both Eqs (27) and (28) are compared with experimental data in Fig. 9.

On the pooled stepped chute, the velocity data differed from the power law. It is likely that the differences were attributed to the velocity redistribution between the cavity and the pool edge, as sketched in Fig. 7A.

The vertical distributions of bubble count rate, and auto- and cross-correlation time scales showed characteristic shapes on both pooled and flat stepped spillways, with maximum values in the intermediate flow region (0.3 < \( C < 0.7 \)). In the bubbly flow region (\( C < 0.3 \)) and the spray region (\( C > 0.7 \)), the bubble frequency and the time scales tended towards very small values for large void/liquid fractions. The comparative analyses of bubble count rate and auto- and cross-correlation integral time scales showed some marked differences in magnitude between flat and pooled stepped spillways. Fig. 10 shows some typical dimensionless bubble count rate distributions \( F = F_{dc}/V_{c} \), where \( F \) is the bubble count rate, \( d_{i} \) is the critical flow depth and \( V_{c} \) is the critical flow velocity. (In open channel hydraulics, \( d_{c} \) and \( V_{c} \) are respectively defined as \( d_{c} = \left( q_{w}/g \right)^{1/3} \) and \( V_{c} = \left( q_{w} \times g \right)^{1/3} \) (Henderson, 1966).) Fig. 10A shows a comparison of vertical distributions of bubble count rate for both configurations as functions of \( y/Y_{90} \). The most distinctive difference was the larger dimensionless bubble frequencies on the flat stepped spillway compared to those recorded in the pooled stepped spillway across the entire air–water column. Fig. 10B presents the dimensionless relationship between time-averaged void fraction and bubble count rate for pooled stepped chute. The data showed a pseudo-parabolic relationship which compared well with the theoretical model of Toombes and Chanson (2008).

The auto- and cross-correlation integral time scale data showed also some differences (Fig. 11). In Fig. 11A, the dimensionless auto-correlation time scales \( T_{xy} \times \sqrt{g/Y_{90}} \) are presented as a function of \( y/Y_{90} \). The dimensionless time scales on the pooled stepped spillway were about three to four times larger than the time scales on the flat stepped spillway. A similar finding is seen in Fig. 11B in terms of the cross-correlation time scales \( T_{xy} \times \sqrt{g/Y_{90}} \). The dimensionless cross-correlation integral time-scales were about five to seven times larger on the pooled stepped spillway.

Some distinctive differences between pooled and flat spillway configurations were observed in terms of the turbulence intensity \( T_{u} \) in the air–water flow region (Fig. 12). Fig. 12A illustrates these differences in a self-similar presentation as a function of \( y/Y_{90} \). On the pooled stepped spillway, the turbulence levels were significantly larger. The maximum turbulence levels reached up to 600% in the intermediate flow region on the pooled stepped spillway, compared to 150–200% on the flat stepped spillway. In the lower bubbly flow region and the upper spray region, the turbulence levels tended towards about 20–40% for both configurations as shown by Chanson and Toombes (2002). The relationship between turbulence levels and dimensionless bubble count rate is

\[
F_{dc} = \begin{cases} 
1.35 & \text{for} \quad F_{dc}/h = 1.35 \\
2.66 & \text{for} \quad F_{dc}/h = 2.66 \\
3.0 & \text{for} \quad F_{dc}/h = 3.0 \\
3.55 & \text{for} \quad F_{dc}/h = 3.55 \\
3.55 & \text{for} \quad F_{dc}/h = 3.55 \\
\end{cases} 
\]
shown in Fig. 12B for both configurations as well as an empirical correlation of a flat stepped spillway (Felder and Chanson, 2011). The present data on the flat stepped spillway were qualitatively in agreement with earlier findings, but the pooled stepped spillway data showed a very different pattern (Fig. 12B). The turbulence levels on the pooled stepped spillway were drastically larger and it is believed that this was linked to the presence of slow hydrodynamic fluctuations and instabilities.

4. Triple decomposition technique application

For all experimental data on the pooled stepped spillway in presence of instability, the triple decomposition was applied to the raw probe signals. The cut-off frequencies of 0.33 and 10 Hz were used. The results are presented below in terms of the calculation based upon the sum of slow and fast fluctuating filtered signal, i.e. the fast fluctuating signal component, and (d) the calculations based upon the sum of slow and fast fluctuating signal correlations. The notation reflects the decomposition method: for example, with V the time-averaged interfacial velocity calculated from the raw signal, V the slow fluctuating signal component of the velocity calculated from the band-pass filtered signal, V the fast fluctuating velocity component from the high-pass filtered signal, and V the velocity calculated from the weighted sum of correlation functions of band and high pass filtered signal components (Eqs. (15)–(17)). Table 2 summarises the parameters investigated in this section.

The auto- and cross-correlation functions were calculated for 4000 time steps (i.e. time lag 0 < τ < 0.2 s) which appeared as optimum in terms of data quality and calculation time. A typical cross-correlation function is shown in Fig. 6. Fig. 6 includes the optimum in terms of data quality and calculation time. A typical cross-correlation function is shown in Fig. 6. Fig. 6 includes the cross-correlation functions of the raw data (Rxy), of the band pass filtered signal (Rxy), of the high pass filtered signal (Rxy) and of the summation of the correlation functions of band and high pass filtered signals (Rxy).

For all investigated flow conditions (Table 1) and vertical elevations within the water column, the shapes of the raw signal cross-correlation function were in agreement with results from previous stepped spillway studies (Carosi and Chanson, 2006), but the time lag for the first crossing was relatively longer. The shape of the cross-correlation functions for the band pass filtered signal showed a different shape for small time lags, with a plateau of largest cross-correlation values (Fig. 6, thick blue dashed curve). The shape for the high pass filtered component was much steeper for small time lags: e.g., τ < 0.01 s in Fig. 6. The summation of cross-correlation functions of band and high pass filtered components was close to the cross-correlation function of the raw signal, although the curve was consistently slightly lower (Fig. 6, thick red dotted curve). Similar results were found in terms of the auto-correlation functions not shown herein.
4.1 Auto- and cross-correlation time scales

The cross-correlation integral time scales were calculated for the raw signal and the decomposed signal components. A typical result is shown in Fig. 13. The distributions of integral time scales showed the largest values were seen in the intermediate flow region (0.3 < C < 0.7), with \( T_{xy} \) tending towards zero in the bubbly flow region and smaller values of \( T_{xy} \) in the spray region (e.g. Fig. 13, raw signal data (black squares)). For all flow conditions (Table 1), at all longitudinal locations and vertical elevations, the distributions of integral time scales were qualitatively in good agreement and similar to previous studies on stepped chutes (Chanson and Carosi, 2007; Felder and Chanson, 2009).

The smallest integral time scale data were obtained for the high pass filtered signal component, \( T_{xy}' \) (e.g. Fig. 13, green diamonds). For 0.3 < C < 0.7, \( T_{xy} \) was about an order of magnitude smaller than the raw signal data. The integral time scales calculated based upon the band-pass filtered signal, \( T_{xy}'' \), and those calculated from the sum of the band- and high-pass filtered signals, \( T_{xy}^{(1)} \), were comparable to the raw data (e.g. Fig. 13). The auto-correlation integral time scale data showed similar results, with the high pass filtered signal data, \( T_{xy}' \), being about an order of magnitude smaller than the band-pass filtered data and raw data (Fig. 14). The auto-correlation time scales of the raw signal, the band pass filtered signal component, \( T_{xy}'' \), and of the sum \( T_{xy}^{(1)} \), were close with maximum time scales in the intermediate flow region (0.3 < C < 0.7) and smaller values in the lower bubbly and upper spray regions.

Overall the results tended to confirm the linearity of the decomposition process for the auto- and cross-correlation time scales for all investigated flow conditions (Table 1).

4.2 Interfacial velocity

The velocity data calculated based upon the raw signal were similar to previous studies on pooled stepped spillways (Kökpinar, 2004; Thorwarth, 2008). A typical vertical distribution of time-averaged interfacial velocity is presented in Fig. 15 including the raw signal analysis and the decomposed components.

For all investigations, the time-averaged velocity results showed \( V = V' = V^{(1)} \). This ‘apparently surprising’ outcome was believed to be consistent with some basic geometrical considerations. The distance between probe sensors was \( \Delta x = 5.1 \text{ mm} \), and the interfacial velocities ranged between 1 and 5 m/s. For these conditions, the interface travel time ranged from 1 to 5 ms (e.g. 1.5–3 ms in Fig. 15), corresponding to characteristic frequencies (200–1000 Hz) within the high-pass filtered frequency range (10–10,000 Hz). In turn the band-pass filtered data could not accurately determine the interfacial velocity because the cross-correlation function calculated based upon the band-pass filtered signal had a very flat peak (see Fig. 6). The very flat peak prevented an accurate estimate of \( T' \), hence \( V' \). The finding is illustrated in Fig. 15, in which the slow fluctuating velocity component \( V \) exhibited some scatter in the bubbly and spray regions.

4.3 Turbulence intensity

In the pooled stepped chute, the two-phase flow properties were recorded for over 1600 sampling points for a wide range of flow conditions (Table 1). Fig. 16 presents some typical comparative results at a cross-section for one flow rate. All the turbulence intensity results are reported in Fig. 17, showing a comparison between calculations based upon the raw probe signal and turbulence levels calculated based upon the band and high pass filtered signals on the pooled stepped spillway. Fig. 17 regroups the ratios \( Tu/Tu, Tu^{(1)}/Tu \) and \( (Tu + Tu^{(1)})/Tu \) as functions of the time-averaged void fraction \( C \) for all the data points. In addition, the dimensionless bubble count rate data are shown for comparison in Fig. 17B.
The fast fluctuating turbulence intensity data $T_u$ had a shape close to that of the raw signal data $T_u$, with maxima in terms of turbulence intensity in the intermediate flow region (Fig. 16). However, the maximum values ($T_u$)$_{\text{max}}$ were about 120%, compared to $T_u$)$_{\text{max}}$ for the raw signal data. The turbulence intensities calculated based upon the weighted sum of the correlation functions of band pass and high pass filtered signal components were close to the raw signal results: $T_u$ $= T_u^{(1)}$ (Fig. 17A). The sum ($T_u' + T_u''$) of the band pass and the high pass filtered turbulence levels were smaller than the raw signal data at most positions (Fig. 17B). On average the pooled stepped data gave quantitative values of $T_u$' of the same order of magnitude as the turbulence levels observed on the flat stepped chute for the flow rate and longitudinal location (see below).

Overall the results showed consistent trends independently of flow rate (hence Reynolds number) and longitudinal location. For $0.05 < C < 0.95$, the results yielded the key findings:

$$ \frac{T_u'}{T_u} = 0.28 \quad \text{Std} = 0.079 \text{ for 991 points} \quad (29)$$

$$ \frac{T_u' + T_u''}{T_u} = 0.66 \quad \text{Std} = 0.249 \text{ for 849 points} \quad (31)$$

Note that all the turbulence calculations exhibited significant data scatter for $C < 0.025–0.05$ and $C > 0.95–0.975$ (Fig. 17) because of the small number of air–water interfaces at very low void and liquid fractions.

5. Discussion

The triple decomposition approach was applied herein to instationary air–water flows on a pooled stepped spillway. The decomposition technique enabled the identification of the various flow components into the turbulent kinetic energy. The ‘true’ turbulence levels were calculated in terms of the fast fluctuating velocity component, while the largest contribution to the turbulent kinetic energy was encompassed within the slow fluctuating component.

For the pooled stepped spillway in presence of flow instabilities, the turbulence levels may be compared with the turbulence intensity measurements observed in flat stepped spillways with a same...
is the standard deviation of the interface travel time. If the
slope and for the same flow conditions (Fig. 18). Fig. 18 shows such a
collection of the fast fluctuating component (\(T_u\)) of turbulence
intensity on pooled stepped spillway and the turbulence intensity (\(T_u\)) on flat
stepped spillway (A) \(d_i/h = 1.7, q_w = 0.0776 \text{ m}^2/\text{s}, \text{Re} = 3.1 \times 10^5\); step edges 19–21
(B) \(d_i/h = 2.66, q_w = 0.152 \text{ m}^2/\text{s}, \text{Re} = 6.0 \times 10^5\); step edges 19–21.

Although no theoretical validation was obtained, the experimental results suggested that the decomposition technique yielded some quantitatively meaningful estimates of fast fluctuating turbulent intensity components. Thus the results hinted that a large proportion of the turbulent kinetic energy was encompassed in the slow velocity motion on the pooled stepped spillway in presence of quasi-periodic surges.

6. Conclusion

A new turbulence decomposition technique was introduced herein to quantify the relative contributions of the slow- and fast fluctuations to the flow turbulence in a highly-aerated free-surface flow. The raw signal of the phase-detection probe leading and trailing tips was decomposed linearly using low pass, band pass and high pass filtering of raw probe signals, corresponding to the mean signal component and the slow- and fast-fluctuating components respectively. Some theoretical considerations suggested that the low pass filtered signal component did not contribute to the air–water flow properties, but the time-averaged void fraction.

The results were applied to the analysis of new physical experiments on a relatively large stepped channel with two stepped configurations: that is, flat and pooled steps. No instability was observed on the flat stepped chute, but the pooled stepped chute flow exhibited some self-sustained instabilities, with a range of characteristic frequencies between 0.5 and 2 Hz (digital video Appendix B). For these physical experiments, the cut-off frequencies of 0.33 Hz and 10 Hz were identified based upon both visual observations and frequency analyses. The application of the signal decomposition technique indicated that the turbulence generated by the fast fluctuations was close to that observed in absence of instability and corresponded to less than 30% of the gross turbulence level. Thus the turbulent kinetic energy of the unstable air–water flow motion was mostly encompassed in the slow fluctuating signal component.

Altogether the study demonstrated a successful application of the decomposition technique to gas–liquid flows in industrial applications with high void fractions. To date the method was applied to pooled stepped spillway, and it is believed that there are further potential applications to pseudo-periodic and instationary gas–liquid flows. Examples might encompass the hydraulic jumps and plunging jets, unsteady air–water flows such as surges caused by dam breaks, wave breaking, possibly unsteady cavitation processes.
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Appendix A. Turbulence intensity in air–water flows

The turbulence intensity is defined as the ratio of the velocity standard deviation to the time-averaged velocity: \(T_u = \nu/V\). When the velocity is measured with a dual-tip probe, the standard deviation of the interfacial velocity equals:

\[
\nu^2 = \frac{1}{n} \sum_{i=1}^{n} (v_i - V)^2 = \frac{V^2}{n} \sum_{i=1}^{n} \frac{(t_i - T)^2}{t_i}
\]

where \(v_i\) is the instantaneous velocity data equal to \(\Delta x/t_i\), \(V\) is the time-averaged velocity (\(V = \Delta x/T\)), \(n\) is the number of interfaces, \(t_i\) is the interface travel time data and \(T\) is the travel time for which the cross-correlation function is maximum. With an infinitely large number \(n\) of interfaces, an extension of the mean value theorem for definite integrals may be used as \(1/t_i^2\) and \((t_i - T)^2\) are positive and continuous functions over the interval \(i = (1, n)\) (Spiegel, 1974). The result implies that there exists at least one characteristic travel time \(T_i\) satisfying \(t_1 \leq T_i \leq t_n\) such that:

\[
\left( \frac{\nu^2}{V} \right)^2 = \frac{1}{n} \times \sum_{i=1}^{n} (t_i - T)^2 = \sigma_{T_i}^2
\]

where \(\sigma_i\) is the standard deviation of the interface travel time. If the intrinsic noise of the probe signal is un-correlated to the turbulent velocity fluctuations with which the bubbles are convected, the standard deviation of the cross-correlation function \(\sigma_{\nu T}\) satisfies:
\[ \sigma_{xy}^2 = \sigma_{sx}^2 + \sigma_{ty}^2 \]  

where \( \sigma_{sx} \) is the standard deviation of the autocorrelation function (Harvey, 1993). The turbulent intensity becomes:

\[ \nu' = \sqrt{\frac{\sigma_{sy}^2 - \sigma_{sx}^2}{T}} \]

Assuming that \( t' \sim T \), the turbulence intensity \( \nu' / V \) equals:

\[ Tu = \sqrt{\frac{\sigma_{sy}^2 - \sigma_{sx}^2}{T}} \]

Kipphan (1977) developed a similar result for two-phase mixtures such as pneumatic conveying, while the above development follows Chanson and Toombes (2002).

Assuming that the successive detections of bubbles by the probe sensors are a true random process, the cross-correlation function is a Gaussian distribution:

\[ R_{xy}(\tau) = (R_{xy})_{\text{max}} \times \exp \left( -\frac{1}{2} \left( \frac{\tau - T}{\sigma_{xy}} \right)^2 \right) \]

After simplification the cross-correlation time scale becomes:

\[ T_{xy} = (R_{xy})_{\text{max}} \times \sqrt{\frac{2}{\pi}} \times \sigma_{xy} \]

Similarly, if the auto-correlation function is a Gaussian distribution, the auto-correlation time scale becomes:

\[ T_{xx} = \sqrt{\frac{2}{\pi}} \times \sigma_{sx} \]

Using Eqs. (A-7) and (A8), the turbulent intensity may be expressed as:

\[ Tu = \sqrt{\frac{2}{\pi}} \times \left( \frac{T_{xy}}{(R_{xy})_{\text{max}}} \right)^2 - T_{xx}^2 \]

Assuming that the cross-correlation function is a Gaussian distribution and defining \( T_{0.5} \), the time scale for which: \( R_{xy}(T + T_{0.5}) = R_{xy}(T)/2 \), the standard deviation of the cross-correlation function equals: \( \sigma_{xy} = T_{0.5}/1.175 \), while the standard deviation of the auto-correlation function equals: \( \sigma_{sx} = T_{0.5}/1.175 \) where \( T_{0.5} \) is the characteristic time for which the normalised auto-correlation function equals 0.5. Eq. (A-9) yields (Chanson and Toombes, 2002):

\[ \nu' = 0.851 \times \sqrt{\frac{T_{0.5} - T_{0.5}^2}{T}} \]

Appendix B. Supplementary material

Detailed experimental measurements were conducted in a pooled stepped spillway with a slope \( \theta = 8.9^\circ \). A series of short movies were further taken during the experiments using a digital video camera to illustrate the self-sustained flow instabilities on the pooled stepped spillway. The digital appendix includes three movie files (Table 3). Video 1 (Movie1_dc_h_1.24.avi) presents the pulsating flow in the first step cavity. Video 2 (Movie2_d-c_h_1.64.avi) shows some hydrodynamic instabilities highlighting the unstable jump wave processes including some surface wave propagation and sudden cavity ejections propagating down the stepped chute. Video 3 (Movie3_dc_h_2.67.avi) illustrates some instabilities for a typical skimming flow discharge including unstable cavity recirculations, sudden cavity ejections and surface waves.

Supplementary data associated with this article can be found in the online version, at http://dx.doi.org/10.1016/j.ijmultiphaseflow.2013.09.006.
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